
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Nature has offered many intelligent sensors; 

 Only need is to recognize them. 
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Abstract 

 
Development in Micro Electro Mechanical Systems (MEMS), Very Large Scale Integration 

(VLSI) and Wireless Communication has opened a new domain in networking arena called 

Wireless Sensor Networks (WSN). WSN is a special case of a Mobile Ad Hoc Networks 

(MANET) in which information is gathered, processed and communicated with the help of 

tiny wireless nodes that are deployed in the field where ordinary networks are unreachable for 

various environmental and strategic reasons. Wireless sensor nodes uses radio frequencies as 

a communications medium, and are vulnerable to active and passive attacks from adversaries 

including node capturing, frequency jamming, and a Denial of Service (DOS) attacks. Most 

of the research is going on to make WSN secure with Symmetric Key protocols but at the 

same time Public Key Cryptography (PKC) has received very little attention from 

researchers.  

PKC is based on hardness of a mathematical problem like ‘factoring’ the product of two large 

primes which is used in Rivest, Shamir and Adleman (RSA) algorithm or computing ‘discreet 

logarithm’ used in Elliptical Curve Cryptography (ECC). As compared to RSA, ECC offers 

same security level but with significantly smaller key size and is the potential candidate in the 

near future for WSN security. For example, a 160-bit ECC key provides the same level of 

security as a 1024-bit RSA key, and a 224-bit ECC key provides the same security as a 2048-

bit RSA key. Smaller keys in WSN mean faster computation, lower power consumption, and 

memory and bandwidth savings of sensor node.  

Detailed analysis and mathematical modeling of ECC have been investigated in this thesis 

with special reference to the WSN. Use of mixed and projective coordinate system, recoding 

of integer with One’s Complement Subtraction (OCS) method, splitting of integer to avoid 
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Special Power Analysis (SPA) attack, use of Elastic Window method to avoid node failure 

and use of Hidden generator point to avoid man in the middle attack for WSN have been 

proposed. These five innovative, novel and industrial applicable algorithms will remarkably 

improve performance of scalar multiplication process on WSN and will achieve node 

authenticity, data integrity, confidentiality, and freshness on 8 bit microcontroller of sensor 

node having limited resources and computational power. They will also provide better 

flexibility to the node and clean security interface in the WSN architecture. To validate our 

claims, simulation results obtained on MIRACL crypto library and MATLAB have been 

provided wherever necessary.  
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Chapter 1    Introduction 

 

1.1 Background and Motivation  

 Recent advances in Micro-Electro-Mechanical Systems (MEMS) technology, wireless 

communications, and digital electronics have enabled the development of low-cost, low-

power, multifunctional micro sensor nodes that are small in size and communicate in short 

distances  [1-4]. 

 A WSN is a network of such sensors that can (a) sense specified parameters relating to their 

environment, (b) process them either locally or in a distributed manner, and (c) communicate 

the processed information to ‘base station’ which in turns communicates with one or more 

central processing centers (CPCs). The CPCs are expected to analyze the information and 

respond suitably.  

As a result one anticipates that WSN  could be effectively  deployed to provide early-warning 

systems, or post-event notification in various sectors, including environment, forestry (read 

forest fires), agriculture (read precision farming), national security (intrusion detection along 

international borders, or tracking hostile objects), public health in work places (mines, 

nuclear power plants, refineries), and disaster mitigation [2]. 

As WSN handle sensitive data and operate in a hostile unattended environment, it is crucial 

that security concerns be addressed from the beginning of the system design. However, due to 

inherent resource and computing constraints, security in WSN  poses different challenges 

than traditional network security [5]. It is difficult to directly employ existing security 
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approaches to the area of WSN. Therefore, to develop useful security mechanisms while 

borrowing the ideas from the current security techniques, it is necessary to know and 

understand major obstacles for WSN such as limited processing power, storage, bandwidth 

and energy. They are discussed thoroughly in the chapter 2 of this thesis. By design WSN 

nodes are inexpensive, low power devices. As a result, current state-of-the-art protocols and 

algorithms, which are doing a satisfactory job of securing communication, will be too heavy 

weight for use in WSN. These algorithms are having very high communication overheads and 

are not designed to run on computationally constrained devices. So there is a need for new 

energy efficient cryptographic algorithms and protocols.  While implementing cryptographic 

protocols on WSN, two approaches are possible one is symmetric key and other is public key. 

There is common perception about public key cryptography (PKC) [6, 7] that it is complex, 

slow and power hungry, and as such not at all suitable for use in ultra-low power 

environments like WSN [8]. It is therefore common practice to imitate the asymmetry of 

traditional public key based cryptographic services through a set of protocols using 

symmetric key based message authentication codes (MACs) [9]. Although the low 

computational complexity of MACs is advantageous, the protocol layer requires time 

synchronization between devices on the network and a significant amount of overhead for 

communication and temporary storage. These requirements make 8 bit CPU of WSN node 

prone to vulnerabilities and practically eliminates all the advantages of using symmetric key 

techniques in the first place. There arise need for investigation which will make PKC feasible 

in WSN environments, provided we use the right selection of algorithms and associated 

parameters, careful optimization, and low-power design techniques. Two of the major 

techniques are used to implement public-key cryptosystems are RSA [6] and Elliptic Curve 

Cryptography (ECC) [7]. Traditionally, these have been thought to be far too heavy weight 

for use in WSN. But the recent research efforts made by [10-13] demonstrated that ECC is 

feasible for small networks with careful design of algorithms and pointed out the compact 

key size ECC is promising technology for all light weight applications including WSN.  
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Gura et.al [13] implemented ECC on an 8 bit microcontroller by using elliptic curves over 

prime integer field GF(p) and showed that ECC is practically feasible on 8-bit 

microcontroller . Elliptic curves over prime fields were chosen since binary polynomial field 

arithmetic was insufficiently supported by cotemporary microprocessors and would have lead 

to lower performance. The point scalar multiplication process was decomposed into sequence 

of point additions and point doublings and proposed hybrid method for multiplication. The 

curves  referred  were standardised by NIST [14] .  The mixed coordinate system was used to 

achieve better results. The Non Adjacent Forms (NAF) method [15] was used for recoding 

the scalar k in point multiplication.  

Shantz et. al [16] presented an efficient technique to calculate a modular division .The idea is 

to compute xy /   in one operation instead of computing  x/1  first and then multiplying it 

with y . This scheme has reduced one multiplication in modular division operation. The new 

algorithm can be applied in both prime as well as binary field.   

Woodbury et. al [17] introduced another ECC system over optimal extension field (OEF) 

GF(p
m

) where p   is chosen of the form cn 2 . The author implemented 134 ECC in less 

than 2 seconds.   

 Cohen et. al [18] analysed the impact of a coordinate system and proposed new modified 

Jacobean coordinates which achieves the fastest doubling operation. Moreover they 

introduced a mixed coordinate system, which divides exponentiation into sub operations and 

chose the best coordinate representation for each sub operation.  

Malan et al. [12] implemented ECC over binary extension field curves as it allows space and 

time efficient algorithms. Implementation was carried out on MICA2 platform with Tiny OS 
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and nes C language. They used polynomial basis and multiplication of point was obtained by 

binary method [15]. Addition was achieved with Algorithm 7 and  multiplication of elements 

in )2( pGF  was implemented as Algorithm 4 in Lopez and Dahab [19] while inversion was 

implemented as Algorithm 8 in Hankerson et. al[20]. Mallan’s [12] EccM2.0 obeys NIST 

recommended curves [14] over binary extension field.  

The major points noted from the above literature survey are listed below and forms the 

foundation of this thesis. 

1. The applications involved in the above approaches are varying in terms of hardware and 

software platforms. ECC is highly platform dependent .Algorithm written for one platform 

may not work well on other due to various computational and memory requirements. 

2. Most of the researchers have used borrowed algorithms from the mathematical literature of 

ECC. The choice of proper algorithm is the key issue. The approach followed by this research 

is to develop algorithm exclusively for WSN by taking in to account its resource limitations 

including hardware as well as software.  

3. Due to VLSI advancement there is an unprecedented growth in the hardware technology. 

For example, the previous generations MICA mote were having 512 bytes RAM that’s has 

gone up to 256 Kbytes in Imote2, the processor speed has scaled up from 4 MHz to 416 MHz 

[21] .These changes will definitely going to affect the performance of ECC on the new 

platform. 

Due to above facts optimization of ECC for light weight applications like WSN is an open 

research issue.  

1.2 Research Questions 
 

Before implementing ECC on WSN, several selections have to be made concerning the finite 

field, elliptical curves and cryptographic protocol: 
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1. A finite field, a representation for the field elements, and algorithms performing the field 

arithmetic. 

2. An elliptical curve, a representation for the elliptical curve points, and algorithms for 

performing elliptic curve arithmetic. 

3. A protocol, and algorithms for performing protocol arithmetic.  

There are many factors that can influence the choices to be made. All of these factors must be 

considered simultaneously in order to arrive at the best solutions for WSN. Relevant factors 

include security considerations, application platform (software and hardware), constraints of 

the particular computing environments e.g. processing speed, code size (ROM), memory size 

(RAM), gate count, and constraints of the particular communication environment e.g. 

bandwidth, response time.  

Not surprisingly, it is difficult, if not impossible, to decide on a single “best” set of choices. 

For example, the optimal choices for ‘base station’ of WSN can be quite different from the 

optimal choices for WSN node or smart card application. This research will provide a 

comprehensive account of the various algorithms and security considerations for ECC, so that 

informed decisions of the most suitable options can be made for WSN.  

The further objective of this thesis is to investigate “acceleration of ECC” on WSN platform 

by answering the following research question:  

All standard ECC protocols like Elliptical Curve Diffie Hellman (ECDH) [22], 

Elliptical Curve Digital Signature Generation (ECDSA) [23] used for pair wise key 

establishment and authentication respectively requires scalar multiplication operation 

to calculate public key. Scalar multiplication occupies 80% of the protocol execution 
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time and depends on several factors. Which are the various factors influencing the 

scalar multiplication time and how to accelerate scalar multiplication process by 

keeping memory, bandwidth requirements of WSN under control? 

This research question will be further investigated by looking at the following relevant sub 

questions. 

1. Which is the optimal method to recode integer while doing scalar multiplication on 

the WSN node?  The question will address all relevant hardware and software issues 

involved in this process. 

2. Which is the optimal coordinate system to represent the points on the elliptical curve 

on WSN node so that inversion operation can be avoided to accelerate the scalar 

multiplication process?  

3. How to avoid Special Power Analysis (SPA) attacks by making suitable changes in 

the binary method of scalar multiplication algorithm on WSN node? 

4. How to prevent node failures while doing scalar multiplication by selection of optimal 

window size depending on the available memory (RAM)? 

5. What are the precautions to be taken to quash man-in-the-middle-attack while 

implementing ECDH protocol for pair wise key establishment among WSN nodes? 

6. Is there any possibility of using only one coordinate (x or y) to represent point on 

elliptical curve so that WSN node can save bandwidth and avoid communication 

overheads? 

1.3 Research Methodology 
 

To validate merits of  proposed algorithms this thesis has extensively utilized Multiprecision 

Integer and Rational Arithmetic C/C++ Library (MIRACL)  [24] and MATLAB software 
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[25]. Results obtained on the MIRACL are included in the thesis appendix and at places 

wherever necessary. 

MIRACL is a Big Number Library which implements all of the primitives necessary to 

design Big Number Cryptography into your real-world application. It is primarily a tool for 

cryptographic system implementers. Elliptic Curve Cryptography (ECC), Diffie-Hellman (D-

H)Key exchange, DSA digital signature, they are all just a few procedure calls away. The 

MIRACL offers full support for Elliptic Curve Cryptography over GF(p) and GF(2
m

) . Less 

well-known techniques can also be implemented as MIRACL allows you to work directly 

and efficiently with the big numbers that are the building blocks of number-theoretic 

cryptography. Although implemented as a C library, a well-thought out C++ wrapper is 

provided, which greatly simplifies program development. MIRACL is compact, fast and 

efficient and its now easier than ever to get the same near-optimal performance from any 

processor. Although essentially a portable library, inline assembly and special techniques can 

be invoked for blistering speed. MIRACL has also been successfully used in both embedded 

and DSP environments where space is at a premium. A new special purpose macro assembler 

feature facilitates the achievement of best possible performance from embedded processor 

[24]. 

1.4 Research Contribution 

 

The objective of this research was to investigate major challenges involved in implementing 

Elliptical Curve Cryptography (ECC) for Wireless Sensor Networks (WSN) and to develop 

sustainable security model based on it. This objective is achieved by using five way 

approaches. The main contributions of this thesis are as per below.  
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Firstly, this research has proposed algorithm based on one’s complement subtraction (OCS) 

to recode integer in scalar multiplication. This algorithm will offer less Hamming weight 

which reduces number of point operations and remarkably improve computational efficiency 

of scalar multiplication. Less point operations guarantee faster key calculation time. As 

compared with existing best available method Non Adjacent Form (NAF), this algorithm 

requires only bitwise subtractions to recode integer and is hardware friendly for WSN 

platform. The effectiveness of this proposed recoding method can be enhanced in 

combination with sliding window method with flexible window size. This work resulted in a 

publication and an innovative patent. Details can be obtained in Appendix A. 

Secondly, possibilities of simple power analysis (SPA) attack on binary method is presented 

and modified binary method  resistant to SPA  attack has been proposed exclusively for WSN 

platform which do not requires any hardware or architectural changes and can be 

implemented on any wireless sensor node at software level by utilization of exponent splitting  

technique. This work has been underpinned by an innovative patent and is under 

consideration by Australian patent office. (Please refer Appendix A) 

Thirdly, Elastic window method has been proposed to accelerate the scalar multiplication 

process for WSN nodes. Sliding window method consists of two stages namely pre 

computation stage and an evaluation stage. Points for use in the evaluation stage are 

computed in the pre computation stage. The scalar multiplication is carried out in the 

evaluation stage with the addition of pre computed points. The number of pre computations 

depends on the window size of sliding window method. More is the window size, more are 

the pre computations and more is the memory required for the storage .This is the well-

known draw-back of the sliding window method when implemented on WSN nodes. This 

research recommended Elastic Window (EW) method with adjustable window size for scalar 

multiplication on wireless sensor nodes. The EW will prevent WSN node failure due to stack 

overflow. This work has been underpinned by a publications and an innovative patent.  
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Fourthly, a robust protocol based on hidden generator point is proposed to avoid the man- 

in- the-middle-attack in the WSN architecture. As the base point of elliptical curve is in 

public domain any adversary node can try to fetch information from other nodes if the 

authentication of the nodes is not done by trusted authority. To avid this problem which is 

well known drawback of ECDH protocol, this research proposed a protocol based on hidden 

base point of elliptical curve. This protocol is provided only for academic interest and may be 

useful in the future as technology for WSN advances. This work has resulted in a publications 

and an innovative patent. 

Finally, a scheme based on uni-coordinate is suggested for WSN which will save bandwidth 

and transmission power of WSN node considerably. This scheme make use of concept of 

solving quadratic equation in the context of elliptical curves, where it is used to obtain the y- 

coordinate of a point if x-coordinate is given. In this new proposed scheme node will transmit 

only x -coordinate and the receiving node will calculate the y- ordinate by using algorithms 

like Legendre symbol to obtain the public key. 

1.5 Thesis Outline 
 

The remainder of the thesis is organized as follow.  Chapter 2 gives literature review of WSN 

and its node architecture, node power consumptions, WSN topology, WSN protocol stack, 

routing protocols for information exchange, possible security threats classified layer wise, a 

small survey of cryptographic algorithms and scope for future improvements. 

Chapter 3 provides ECC modelling, standard protocols based on ECC, finite field arithmetic 

and types of bases, algorithms for modular inversions, point addition, point doublings. 
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Chapter 4 analyses the various coordinate systems available for an ECC on WSN in terms of 

efficiency, code size, memory footprint and also includes recommendation for the selection 

of coordinate system on WSN platform. The results obtained on MIRACL crypto library are 

included at the end of chapter. 

Chapter 5 provides description and analysis of proposed algorithm of Ones’ Complement 

Subtraction (OCS) for recoding of integer in scalar multiplication process for WSN platform 

and its comparison with existing methods like NAF, MOF. The results obtained on 

MATLAB are included at the end of the chapter. 

 Chapter 6 gives overview of existing side channel attacks for e.g. simple power analysis 

(SPA), differential power analysis (DPA), existing counter measures for side channel attacks 

like double and add always etc and proposes SPA resistant algorithm for WSN.  

Chapter 7 proposed a new Elastic window method for scalar multiplication process on WSN 

which will avoid node failures due to stack overflow problem. It also gives brief introduction 

of the existing scalar multiplication methods and their limitations for WSN.  

Chapter 8 proposed a new protocol based on concept of hidden base generator to avoid man 

in the middle attack and has given framework of multi agent system (MAS) based on it for 

WSN security. This chapter contains analysis of its efficiency and security proof of protocol 

when implemented on WSN platform. 

Chapter 9 provides mathematical modelling of a proposed new scheme of uni-coordinate for 

WSN in which the node will transmit single coordinate of the public key and the other 

coordinate is calculated by the receiving WSN node. This chapter also provides the various 

advantages of this scheme for the WSN. 

Chapter 10 conclude thesis by summarizing main achievements of the research and 

contribution to knowledge. 

Chapter 11 will outline areas of possible future research.  
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Appendices are provided at the end of thesis containing examples of standard NIST curves, 

results obtained on the MIRACL crypto library, list of author’s patents and publications. The 

Bibliography is provided at the end in the IEEE sensor network format. 

1.6   Summary 
 

Node authentication and key management are two major aspects of WSN security as nodes 

are scattered in hostile and unattended environments. In traditional networks such as the 

Internet, Public Key Cryptography (PKC) has been the enabling technology underlying many 

security services and protocols e.g., SSL[26] and IPsec [27]. However, due to the resource 

constraints nature of WSN nodes such as limited battery power, bandwidth and 

computational capabilities, PKC has not been widely adopted.  

 

There has been intensive research aimed at developing techniques that can bypass PKC 

operations in WSN such as random key pre-distribution for pair wise key establishment [28-

32] and broadcast authentication [33-35]. However, these alternative approaches do not offer 

the same degree of security or functionality as PKC.  

 

For instance, none of the random key pre-distribution schemes can guarantee key 

establishment between any two nodes and tolerate arbitrary node compromises at the same 

time. As another example, the existing broadcast authentication schemes, which are all based 

on TESLA [55], requires loose time synchronization, which itself is a challenging task to 

achieve in wireless sensor networks.  
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In contrast, PKC can address all these problems easily. Pair wise key establishment can 

always be achieved using, the Diffie-Hellman (DH) key exchange protocol [22], without 

suffering from the node compromise problem. Similarly, broadcast authentication can be 

provided with, the ECDSA digital signature scheme [23], without requiring time 

synchronization. Thus, it is desirable to explore the application of PKC on resource 

constrained sensor platforms. 

 

There have been a few recent attempts [35-37] to use PKC in WSN, which demonstrate that it 

is feasible to perform limited PKC operations on the current sensor platforms such as Telos 

nodes.  

 

ECC has been the top choice among various PKC options due to its fast computation, small 

key size, and compact signatures. As said earlier, to provide equivalent security to 1024-bit 

RSA, an ECC scheme only needs 160 bits on various parameters, such as 160-bit finite field 

operations and 160-bit key size [38].  

 

Despite the recent progress on ECC implementations on WSN platforms, all the previous 

attempts [35, 37, 39] have limitations. As quoted by  [40] , all these attempts were developed 

as independent packages and / or applications without seriously considering the resource 

demands of WSN applications . As a result, developers may found it difficult, and sometimes 

impossible, to integrate an ECC implementation with WSN applications, though the ECC 

implementation may be okay on its own. For example, an ECC implementation may require 

so much RAM that it is impossible to fit both the WSN application and the ECC 

implementation on the same WSN node.  

 

Moreover, various optimization techniques are available to speed up the ECC operations. 

Such optimizations, however, typically will increase the ROM and RAM consumptions, 

though they may reduce the execution time and energy consumption. It is not clear what 

optimizations should be used and how they should be combined to achieve the best trade-off 
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among security protection, computation overheads, and storage requirements. Additional 

research is necessary to clarify these issues and facilitate the adoption of ECC-based PKC in 

WSN[40]. 

 

Based on this background, the research question in this thesis was developed as: 

 

All standard ECC protocols like Elliptical Curve Diffie Hellman (ECDH) [22], 

Elliptical Curve Digital Signature Generation (ECDSA) [23] used for WSN node pair 

wise key establishment and authentication respectively requires scalar multiplication 

operation to calculate public key. Scalar multiplication occupies 80% of the protocol 

execution time and depends on several factors. Which are the various factors 

influencing the scalar multiplication time and how to accelerate scalar multiplication 

process by keeping memory, bandwidth requirements of WSN under control? 

To tackle this research question, various innovative algorithms which will improve scalar 

multiplication process, on WSN nodes will be discussed in the thesis Chapter 4 to Chapter 9. 
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Chapter 2   Wireless Sensor Networks and Security: A Review 

 

2.1 Introduction:  
 

Wireless Sensor Networks (WSN) is a special case of mobile adhoc networks (MANET) and 

do not have any formal infrastructure. Thousands of sensor nodes are scattered in the field 

with average distance of about 5 meter. The node density can go up to 20 nodes/m
3
. Sensor 

nodes can be thrown in mass or can be deployed manually in the field. Once they are 

deployed they form the network and communicate with single hop or multi hop with radio 

frequencies in the range of ISM band (916 MHz) [41]. The nodes collect the information and 

pass it to the base station or sink. Base station in turn communicates with user via satellite or 

internet.  Figure 2.1 shows a typical WSN architecure .         

   

                   

Figure 2. 1 A Typical WSN Architecture 
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WSN can be also deployed in many other applications such as environmental monitoring 

[42], biomedical research [43], human imaging and tracking [44, 45], and military 

applications [46]. As per vision of  [41] , WSN are slowly becoming an integral part of our 

lives. 

Before discussing single node architecture it is wise to understand the major differences 

between WSN and MANET, which are as follows- 

1. The node density in WSN is very high as compared to MANET.  

2. Sensor nodes are deployed in thousand numbers all over the field but the MANET may not  

    be necessarily like this.  

3. There is always possibility of node dying or failures due to battery problem or other         

    reasons for WSN but for MANET will not be normally the case.  

4. The topology of a sensor network is always changing due to dying of few nodes or addition  

    of the new ones but for  MANET for fixed area topology may not necessary to be        

    frequently changed.   

5. Sensor nodes usually transmit information with broadcast mechanism whereas ad hoc  

     networks transmit information by relay based on point- to-point communications.  

6. As the node density is very high in WSN, node does not have identification numbers or  

    physical addresses but for MANET there is always has ID with the address to be identified. 

7. In WSN there is always “Cluster Head" to collect the information from the cluster and then  

    passing to the back-end database but for  MANET each node can talk to others in particular  

    ad hoc fashion.   
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2.2 WSN Architecture 

2.2.1 WSN Node 

 

Every sensor node is made up of four basic building blocks namely sensors, microcontroller, 

transmitter and receiver and battery as shown in figure 2.2. They may also have some 

optional components like location finding system, solar panel or piezo-electric mechanism for 

recharging of batteries and mobilizer.  

 

Figure 2. 2 Block Diagram of WSN Node                 
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Figure 2. 3 Fleck3B WSN Node by CSIRO [7] 

   

The figure 2.3 shows Fleck node manufactured by CSIRO [47] having long range radio and 

powerful interfacing capacity. The figure 2.4 shows wireless nodes manufactured by 

University of Berkeley in tabular form with their specifications. Figure 2.5 shows MICAz 

node by Crossbow Inc [21]and Telos motes by Berkeley [48]  respectively.  
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                                                                Table 2. 1 Family of Berkeley Nodes [9] 

 

As most of the sensors are having analog output, hence analog to digital converters (ADC) 

are used for digitizing the information and given to the microcontroller for processing. The 

microcontroller on the nodes consists of flash, data registers and scratch pad memory for 

storing the monitor program which performs functions such as processing of the information 

given by sensors, collaborating with neighboring nodes and base station etc. Due to 

advancement in VLSI technology all these modules are fabricated on a structure which is 

having a size of cubic centimeter. Wireless sensor node consumes very low power. The 

current drawn is always in the range of A  to mA  depending on the state of sensor. Nodes are 

powered from typical Lithium batteries.   
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Figure 2. 4 Images of MICA Node (on Left) and Telos Node (on Right) 

                     

Table 2. 2 Specifications of First Generation Nodes [1] 

Sr. No Parameter Value 

1 CPU 8 Bit,4 MHz,8 Kbytes Instruction Flash, 

512 Bytes RAM, 512 Bytes ROM 

2 Communication 916 MHz 

3 Bandwidth 10 Kbps 

4 Operating System Tiny OS 

5 Operating System Code Space 3500 Bytes 

6 Available Code Space 4500 Bytes 
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Table 2. 3 Specifications of Imote2 [10] 

Sr. No Parameter Value 

1 CPU Intel PXA271, 13MHz to 416MHz , 

32 Mbytes Instruction Flash 

256  Kbytes SRAM ,32 Mbytes SDRAM 

2 Communication 2400.0 – 2483.5 MHz 

3 Bandwidth 250 kb/s 

4 Operating System Tiny OS,  Linux or SOS 

5 Range (line of sight) 

 

~30 m With integrated antenna 

6 Power Source Battery Board 3x AAA 

USB Voltage 5.0 V 

Battery Voltage 3.2 – 4.5 V 

Li-Lon Battery Charger 

7 Power Consumption Current Draw In Deep Sleep Mode 390 μA 

Current Draw In Active Mode 31 mA 13MHz, radio off 

Current Draw In Active Mode 44 mA 13MHz, radio Tx/Rx 

Current Draw In Active Mode 66 mA 104MHz, radio Tx/Rx 
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Specifications of Imote 2 are shown in Table 2.3 is the seventh generation wireless node 

(Please refer figure 2.4 for generations of nodes) and is having up to date resources. From 

these specifications following conclusions may be drawn, 

 IMote2 consists of Intel microprocessor which works on the frequency range of 13 

MHz to 416 MHz which is at considered to be at low end from point of view of public 

key cryptography implementations. The calculating ECC key is computationally 

intense process. 

 The memory available is only 256 Kbytes (SRAM). It indicates that there is small 

space for storing ‘stack’ and pre-computed values during calculation of public key.  

 The flash is of the size of 32 MB which stores operating    system for the wireless 

sensor node as well as programme code   for implementation of ECC.  

 Imote 2 consumes maximum current during transmission about   44 mA at 13 MHz 

with data rate of 250 kb/s which underlines the need of small key size during the 

execution of cryptographic protocol.  

 Apart from these the battery which is available on the board is of 3.3.V with 2A-Hr   

           capacity. It implies that every algorithm used in WSN security must be power wise. 

 Due to the above boundaries the current state of art protocols and algorithms are expensive 

for WSN due to their high communication overheads such as key size, key calculation time. 

These protocols were not designed to run on computationally constrained devices and require 

high computational power, memory and energy sources to run satisfactorily. As WSN can not 
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afford this luxury, there is a need for new cryptographic algorithms and protocols for WSN 

which will be light weight. 

2.2.2 Node Power Consumption 

 

Battery life plays important role in the function of the sensor node. When the sensor is in 

active mode and transmitting information, it draws current of the order of 41mA (Table 2). 

Therefore sensor node life time shows strong dependence on battery life time. In multi hop 

network every sensor node acts as originator as well as router of the information. So failure 

of node can cause rerouting of the packets and major changes in the network topology. This 

is the primary task of this research to provide power aware protocols and algorithms for WSN 

security. In other networks power consumption is important factor but not primary 

consideration but in case of WSN power consumption directly influences the life time of 

network. Power consumption in WSN is attributed to three main domains namely sensing, 

communication, and data processing. As this research is related to WSN security it will 

concentrate on only communication and data processing domain. Calculating public key 

shows strong dependence on memory and computational speed of microcontroller.  

a) Power required for Communication: Wireless sensor Node spends maximum energy on 

transmitting and receiving the information.  As seen from the Table 2.3 , transmitting and 

receiving current requirements are nearly same for short range communication. Mixers, 

frequency synthesizers, voltage control oscillators (VCO), phase locked loops (PLL) and 

power amplifiers; all consume valuable power in the transmitter and receiver circuit. The 

power required for turning sensor node from sleeping to active mode is  

non-negligible. The radio power consumption can be given by formula[49], 

)]([)]()([ STONRRONOUTSTONTTc RRPNTPTTPNP  ……………….(2.1) 

Where, 
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PT is the power consumed by the transmitter/receiver,  

POUT  is the output power of the transmitter, 

TON  is the transmitter/receiver on time,  

RST is the transmitter/receiver startup time and  

RON is the number of times transmitter/receiver is switched on per unit time, 

TON  can further be rewritten as L / R, where L is the packet size and R is the data rate. 

b) Power required for data processing: Power consumed for data processing is much less as 

compared energy spent on communication. Assuming Rayleigh fading and fourth order  

power distance loss, the energy cost of transmitting 1Kb a distance of 100 m is approximately 

the same as that for executing 3 million instructions by a 100 million instructions per second 

(MIPS)/W processor. Due to cost and size limitations all the motes are built with CMOS 

(Complementary Metal Oxide Semiconductor) technology. CMOS transistors are power 

consuming and draw plenty of current when transistor goes to active state from cut off state. 

The power consumption in data processing can be given by formula[50], 

Tdd VnV

oddddP eIVfCVP
'/2 

…………………(2.2)
 

where C  is the total switching capacitance, ddV the voltage swing and f  the switching 

frequency and the remaining part represents the leakage current of the transistor.  Application 

Specific Integrated Circuits (ASICs) may also used to reduce the unnecessary power 

consumptions. In all these conditions , the design of sensor network security algorithms and 

protocols are influenced by the corresponding data processing and communication matrices. 

2.3 WSN Protocol Stack  
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As seen from the architecture of WSN, it consists of several nodes scattered in the field . 

Every node collects the information, passes it more powerful node called as ‘sink or base 

station’. Base station sends information to the end user via satellite or internet. Current 

weather forecast on Canberra metrological web site is the classical example of WSN 

connected via internet. Sensor nodes and base station are governed by protocol stack as 

shown in the figure. The sensor network protocol stack [41] consists of 5 layers and three 

planes  namely application layer, transport layer, network layer, data link layer, physical 

layer, power management plane, mobility management plane, and task management plane. 

              

 

Figure 2. 5 WSN Protocol Stack with Proposed Security Plane 

All the user interactive software forms the application layer. The next layer helps for the data 

flow and network layer guarantee the routing of data .The physical layers covers modulation, 

demodulation issues. Data link layer handles encryption, decryption, and error coding 
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matters. In addition to these layers there are three planes namely task, power and mobility. 

These planes assist sensor nodes to coordinate the sensing, power consumption and other 

issues. As the sensor nodes are deployed in hostile environment, security of the WSN is 

prime subject. Every layer in the protocol stack suffers from attacks from adversary. Instead 

of looking layer wise security, this research has proposed ‘holistic approach’. In this type of 

approach instead of tackling layer wise attacks, a single approach is taken for all the layers. 

The reason behind this approach is, every lower layer performs specific task for the upper 

layer. For example routing layer route the information among the nodes but that can not be 

possible without modulation and demodulation which is performed by physical layer. So 

while making counter measures for routing attacks, physical layer must be taken in to 

consideration. This approach is called holistic approach. The more description about these 

attacks and countermeasures is available in the next subsections. While investigating ECC for 

WSN, we must take in to account the requirements of physical layer. The algorithms to be 

used must be selected according to the physical layer components like type of the 

microprocessor, receivers, available memory, packet size ,modulation and demodulation 

techniques, power consumption of transmitters and receives etc. This realistic approach has 

made algorithms proposed by this research readily accepted by industry.  

2.4 WSN Topology 

WSN network consists of thousand of nodes .Some of them die due to battery problem or 

new one may be introduced to maintain the required density. This topic is of prime 

importance from security point of view. Some of the results obtained with SNetSim[51] are  
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hereby attached to give the idea about the deployment strategy of WSN. In this case study 

done by the author, number of sensors are 100 with radio frequency range of 200 meter. The 

width of the filed is 1400 meter X 850 meter.  

 

Figure 2. 6 Deployment of Nodes (Delphi Distribution) 

 

 

Figure 2. 7 Deployment of Nodes (Gaussian Distribution) 
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Figure 2. 8 Deployment of Nodes (Exponential Distribution) 

 

2.5 Network Layer Protocols Evaluation 

To provide in sight in to how sensor nodes communicate with each other, following two 

popular schemes have been discussed- 

a. Flooding:  In flooding protocol[52] each and every node broadcast the packet unless a 

maximum number of hops for the packets have reached or the destination of the package is 

node itself. Flooding does not require any topology maintenance and is robust routing 

scheme. However it results in implosion where for example, if sensor node A has N neighbor 

sensor nodes that are also the neighbors of sensor node B, the sensor node B receives N 

copies of the message sent by sensor node A. It also results in duplicating of the messages as 

the two neighboring node sends the same information. Flooding protocol is having resource 
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blindness as it does not take in to account the energy sources and bandwidth of the network. 

The experimentation carried with SNetSim shows that for WSN of 100 nodes, flooding 

protocol resulted in 768 redundant packets. To avoid duplicate messages gossiping protocol 

provides better results. 

b. Gossiping:  In gossiping protocol[52] node searches for its nearest neighbor randomly and 

sends packet to it. The neighbor node in turns sends this packet to its neighbor. This simple 

approach avoids information implosion problem and number of redundant messages. But this 

protocol takes long time for execution. The figure shows the drastic reduction in the 

redundant count for gossiping protocol as compared to previous one.                       

2.6 Possible Attacks on WSN Illustrated Layer Wise 
 

This section throws light on various attacks on WSN which are classified on the basis of 

protocol stack. 

2.6.1. Physical Layer  

a. Denial of Service (DOS) attack: Wood defines DoS attack as “any event that eliminates a 

network’s capacity to perform its expected function”[53]. Denial of service attacks on 

wireless sensor networks includes jamming the radio frequencies, violating MAC protocol, 

disabling the service or capturing the sensor nodes.  

b. Frequency Jamming: This is one of the Denial of Service Attacks  [54] in which the 

adversary attempts to disrupt the operation of the network by broadcasting a high-energy 

signal in the same frequency band in which WSN are operating (Center Frequency 916 

MHz). [54] has classified Jamming attacks in WSNs, as constant Jamming which leads to 

corrupts packets as they are transmitted, deceptive jamming in which adversary sends a 

constant stream of bytes into the network to make it look like legitimate information, random 

jamming or intermittent jamming which alternates between sleep mode and active jamming 

mode, and reactive jamming which jam signal when it senses two nodes communicating. 
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Jamming can be avoided by use of Frequency spread spectrum or direct sequence spread 

spectrum. The jamming in network layer can be avoided by first mapping the jammed area 

and second routing information bypassing those areas.  

c. Radio Interferences: These can be produced by use of oscillators which produces the same 

frequency in which WSN is operated. They can be avoided by use of symmetric key 

algorithms [55]like Micro TESLA in which the disclosure of the keys is delayed by some 

time interval.  

d. Tampering Node:  Enemy can capture the node as they are unattended and can retrieve the 

information such as cryptographic keys, node identification numbers or some sensitive data. 

These attacks can be prevented by use of tamper-proof the node’s memory get vaporizes if 

somebody tampers physical package. The next attack is classical case of node capturing and 

analyzing power traces of microprocessor. 

d. Simple Power Analysis Attack: In this type of attack[56, 57] information about the private 

key of the node is obtained by examining the power traces of single secret key operation. The 

hypothesis behind power analysis attack is that the power traces are correlated to the 

instructions the device is executing as well as the values of the operand.  

For e.g. Let us assume microcontroller of the WSN node is executing  instruction MVIA 11h, 

in which  op code for MVIA is 3E and the operand is 11h.In binary format  3E number is 

recoded as 001111110.When there is 0 state , the CMOS transistor will be in cut off state and 

the whole VCC will appear at the output. On the other hand when the CMOS transistor will 

be in ‘1’ state the transistor will be in saturation state and the output voltage will be zero. 

Therefore the examination of power traces can reveal the information about the instructions 

being executed and the contents of data registers. If the WSN node is executing the algorithm 
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for calculating the secret key, power traces may give hint for the secret key to the adversary. 

Consider for example WSN node is performing scalar point multiplication KP during 

ECDSA signature generation. Here P is a public key and k is a secret integer. Let us assume 

the binary method is used for calculating Q. From the power traces of Microcontroller it can 

be easily traced out the sequence of point doubling and point addition operations which will 

lead to actual value of integer K in binary form. 

The following figures shows power traces obtained from Microprocessor.   

 

Figure 2. 9 Power Traces of SC140DS Processor 

In this figure D represents point doubling operation and S represents point addition operation 

.When bit is zero point dibbling is performed and when bit is 1 point addition is performed. 

So these power traces indicate that the value of K is 001001 which is actually secret key. The 

chapter 5 proposes a new algorithm for avoiding SPA attacks in ECC on WSN node. [58] 

Proposed algorithm known “double and add always” algorithm to prevent this type of attack.  

This research proposes algorithm based on one’s complement subtraction for recoding of 

integer K as countermeasure for avoiding SPA attacks. 

In the light of above facts it may be concluded that to design a secured protocol based on 

public key or private key which satisfies goals of confidentiality, message integrity, and data 

freshness is an open research issue. The above content indicates various attacks and requires 

different counter measures. This research will focus mainly on only eavesdropping, data 

alteration and false information injection attacks.  
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 2.6.2 Data Link Layer  
 

a. Exhaustion: A adversary node disrupts the MAC protocol, by continuously acquiring 

control of broadcast medium and transmitting over the medium denying access to other nodes 

for channel access which eventually leads a starvation for other nodes in the network [59] . 

This attack can be avoided by ignoring repeated request by node by channel acquisition, thus 

preventing energy drain caused by repeated transmissions. Other option is use of Time 

division multiplexing technique in which very node is given legitimate time slot for 

transmitting the information. 

b. Interrogation: In this attack the adversary repeatedly send ‘request to send signal’ (RTS) 

to the targeted node to get Clear to send signal (CTS)  to keep the targeted node busy and to 

exhaust its battery resources [59]. To avoid these type of attacks a node can limit RTS request 

from the same node or use Anti replay protection and strong link-layer authentication  

c. Sybil attack: It is defined as ‘malicious device intelligently taking on multiple identities’. 

Sybil attack can create problem in routing information as well as data aggregation [60]. MAC 

protocols some time requires voting to know better path for transmission. Here the Sybil 

Attack could be used to stuff the ballot box as attackers take several identities and manipulate 

the fake voting.  

2.6.3 Network Layer  

a. Sinkhole: In a sinkhole attacks adversary’s node advertises high quality route to the base 

station and divert all the information flow through it and acts as sinkhole, prohibiting the 

information to reach the base station. A laptop class adversary with a powerful transmitter is 

the example of enemy node. Geo-routing protocols are resistant to sinkhole attacks, because 
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that topology is constructed using only localized information, and information is routed 

through physical location of the base station. 

b. Hello Flood: In this attack lap top class adversary with power full transmitter flood the 

network with Hello message to pretend it as neighbor of all nodes. A node receiving such 

packets may assume that it is in radio range of the sender. This causes a large number of 

nodes sending packets to this imaginary neighbor and thus get mislead. These attacks can be 

avoided by doing authentication of all participating node by third party trusted certifying 

authority or by use of directionality of a link before taking action based on the information 

received over that link.  

c. Selective Forwarding: In WSNs information is always communicated with single hop or 

multi hop  fashion as the transmitting range of node is limited usually 10 meters and with 

assumption that all participating nodes with forward the information faithfully. In case of 

selective forwarding, malicious or attacking nodes refuse to pass information to the 

neighboring node. If it blocks all the information then it is referred as Black Hole Attack 

however if it selectively forward the messages, then it is called selective forwarding. To 

overcome this, Multi path routing can be used in combination with random selection of paths 

to destination, or braided paths can be used which represent paths which have no common 

link or which do not have two consecutive common nodes, or use implicit acknowledgments, 

which ensure that packets are forwarded as they were sent .  

d. Wormhole Attacks: An adversary can dig messages received in one part of the network 

and replay them in another part of the network [61]. This is usually requires two adversary 

nodes, where the nodes try to understate their distance from each other, by broadcasting 

packets along an out-of-bound channel available only to the attacker. To overcome this, the 

information  is routed to the base station along geographically shortest path or use very tight 

time synchronization among the nodes.  

e. Replayed Routing Information: The most direct attack against a routing protocol in any 

network is to target the routing information itself while it is being exchanged between nodes. 
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An attacker may spoof, alter, or replay routing information in order to disrupt information 

flow in the network. These disruptions include the creation of routing loops, attracting or 

repelling network communication  from select nodes, extending and shortening source routes, 

generating fake error messages, partitioning the network, and increasing end-to-end 

latency[9]. A countermeasure involves making use of a message authentication code (MAC). 

Efficient encryption and authentication techniques are useful to avoid these types of attacks. 

g. Misguiding path: In this type of attacks adversary node  advertises path that can route 

information in wrong direction through which the destination is unapproachable. In place of 

sending the packets in correct direction the attacker route the information to one targeted 

node and thus this node get flooded with any useful information. In this case if the node is 

getting plenty of messages without any useful information, then it is better to switch the node 

in sleeping condition.  

i. Homing: This type of attacks targets mainly cluster heads that sends information to the base 

station or sink and is having special responsibilities of cryptographic task [59]. First of all 

cluster heads are identified followed by any denial of service attack like jamming or 

capturing these key network nodes. The countermeasures involve use of encryption scheme 

for header and use of mock-up packets throughout the network to equalize information 

volume. But this puts strain on bandwidth and other energy resources.  

2.6.4 Transmission Layer  
 

De-synchronization Attacks: In this attack, the adversary node requests for retransmission of 

missed frames purposefully and keeps authentic node busy in the futile activity. This causes 

wastage of energy and bandwidth of network  in an end less synchronization-recovery 
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protocol. This situation can be prevented with proper encryption and authentication 

techniques of packets. 

2.6.5 Application Layer  
a. Overwhelm attack: In this attack adversary will give false stimuli to the sensor of the node 

to pretend new event and causes node to send bulk of information to the base station. This 

attack can be prevented by use of careful designing of the sensors and data-aggregation 

algorithms.  

 b. Path-based DOS attack: It involves injecting spurious or replayed packets into the 

network at leaf nodes. This attack can starve the network of legitimate traffic, because it 

consumes resources on the path to the base station, thus preventing other nodes from sending 

data to the base station. Combining packet authentication and anti replay protection prevents 

these attacks . 

c. Deluge (reprogram) attack: Network-programming system let you remotely reprogram 

nodes in deployed networks If the reprogramming process isn’t secure, an intruder can hijack 

this process and take control of large portions of a network. It can use authentication streams 

to secure the reprogramming process .  

2.7 A survey of cryptography protocols for WSN 
 

All above discussion underlines the requirement of various cryptographic operations, 

including encryption, decryption and authentication for reliable operation of WSN. Selecting 

the appropriate cryptography algorithm for WSN is fundamental to providing security 

services however, the decision depends on the computation and communication capability of 

the sensor nodes. Applying any cryptographic algorithm requires transmission of extra bits, 

extra processing, memory and battery power, which are very important resources for the 

sensors longevity. The process by which cryptographic algorithm  should be selected is based 

on the following criteria [59], 
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1. Energy: how much energy is required to execute the encrypt/decryption functions  

2. Program memory: the memory required to store the encryption/decryption program  

3. Temporary memory: the required RAM size or number of registers required   

    temporarily when the encryption/decryption code is being executed  

4. Execution time: the time required to execute the encryption/decryption code.  

5. Program parameters memory: the required memory size to save the required number    

   of keys used by the encryption/decryption function.  

The next paragraphs will give very brief survey of the contemporary security protocols for 

WSN. Cryptographic protocols are broadly classified into two major types namely symmetric 

key and asymmetric key or public key protocols. In most of the cases, standard assumption 

has been made that WSN node will be unable to support traditional computational intensive 

public key cryptography [15]. Early attempt to implement RSA algorithms on motes did not 

meet with success. Because of this many traditional secure schemes that employ public key 

approaches were deemed not suitable for sensor networks. However recent advances have 

shown that PKC  is feasible on recent nodes [16]. The following section gives brief overview 

of TinySec [62] and SPINS [63] protocols which  are the primitive protocols for 

understanding of WSN security and are worth to discuss. 

2.7.1 SPINS: Security Protocol for Sensor Network  

 

Due to its resource constrained nature, cryptography is the best approach for WSN security. 

[63] established “SPINS”, a suite of cryptographic protocol for the first generations of motes 
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which were highly deficient in bandwidth, memory and computational power. SPINS consists 

of two parts namely SNEP and μTESLA. SNEP takes care of data confidentiality, 

authentication of parties, and data freshness. μTESLA ensures authentic broadcast in a harsh 

environment.   

a. SNEP: It is a secure mechanism that efficiently provides end to end data confidentiality, 

integrity, authenticity and freshness for unicast messages between two nodes, possibly 

separated by multiple hops.  Every packet is encrypted with a stream cipher based on a 

symmetric key operating in block cipher counter mode [64]. Every packet also contains 

message authentication code. A counter is used in message authentication code to prevent the 

reply attacks. To save bandwidth, the counter is not sent with the message. The receiver 

synchronises the counter with the sender by receiving a packet. If some packets are lost, 

sender and receiver need to resynchronise the counter for packets.  

b. μTESLA : The basic principle of the μTESLA is  ‘to achieve asymmetric cryptography  by 

delaying the disclosure of symmetric keys [63]’. The base station broadcasts a message with 

message authentication code generated with a symmetric key. The symmetric key is one-way 

hash chain. To securely broadcast a message the base station first sends the message and its 

message authentication code generated by a key. At a later stage when the receiving node 

receives the message, the base station releases the key according to its delayed key disclosure 

schedule. When the node receives the key it verifies whether key is on their one way hash 

function. If verified then the message authentication code is tested as to whether it was 

generated by the base station.    Figure 4 explains the operation in more detail.  
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Figure 2. 10μTESLA One Way Key Function[63] 

 

One problem associated with μTESLA is that when many broadcast messages are lost, the 

sensor node has to spend a long time repeatedly executing a one way hash function to verify 

the  key. Another issue in μTESLA is delayed message authentication. When the sensor node 

receives the broadcast message, it can not verify the message until base station releases key 

of the message authentication code several time slots later. In the intervening time, an 

adversaries can launch DoS attacks, flooding the network with unverifiable packets[64].  

2.7.2 TinySec: [62] demonstrated TinySec, the first fully implemented protocol for link layer 

cryptography in sensor networks. TinySec makes use of Tiny OS 1.0. It offers message 

integrity, confidentiality, authenticity for two neighbouring nodes exchanging the 

information. It also gives prime importance to low computation, lightweight memory use, 

low communication overheads and last, but not the least, minimum energy consumption. The 

TinySec mechanism is divided  into two parts: authenticated encryption (TinySec –AE) and 

authentication only (TinySec –Auth). Tiny Sec uses four byte message authentication code to 

protect the integrity and authenticity of the message. It also uses Cipher Block Chaining 
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(CBC) mode for encryption, with an initialization vector   based on a two byte counter and 

the header of the TinyOS packet [64]. 

2.8. Summary 

1. Recent studies on public key cryptography have demonstrated that public key operations 

may be practical in sensor networks. However, calculating key is expensive in terms of 

computation and energy cost to accomplish in a sensor node. The methods to accelerate key 

calculation time of sensor nodes needs to be studied further.  

2. Symmetric key cryptography is superior to public key cryptography in terms of speed and 

low energy cost. However, the key distribution schemes based on symmetric key 

cryptography are not perfect.  

3. Most current symmetric key schemes for WSNs aim at link layer security for one-hop 

communications, but not upper layer security for multi hop communications, because usually, 

it is unlikely for each node to store a transport layer key for each of the other nodes in a 

network due to the huge number of nodes. A more promising approach is to combine both 

symmetric and asymmetric cryptography techniques. 

4. Proving the authenticity of public keys is another important problem. (To overcome this 

problem this research has proposed a innovative algorithm to avoid man in the middle attack)  

5. Key revocation is another un-addressed problem. It is very difficult to design a universal 

key revocation scheme. It is still an open problem for resource constrained WSNs.  

6. Current proposed key management schemes assume that the base station is trustworthy. 

However, there may be situations (e.g., in the battlefield) where enemy can destroy the base 

station.  

7. All key management protocols discussed in literature so far are based on symmetric key 

cryptography. Key management schemes based on public key cryptography need to be 
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designed. A typical WSN may contain from hundreds to thousands of sensor nodes. Any 

protocol used for key management and distribution must be adaptable to such scales.  

8. For any pair of nodes that do not share a key and are connected by multiple hops, there 

needs to be assigned a path-key to guarantee end-to-end secure communication. Such a path 

key establishment needs to be improved  

9. Another challenging issue is that each node needs to discover a neighbor in wireless 

communication range with which it shares at least one key. A good-shared key discovery 

approach should not permit an attacker to know shared keys between every two nodes.  

10. Most key management schemes discussed in literature so far are suitable for static WSNs. 

Following technique advance, key management and security mechanisms for mobile WSNs 

should be considered and become a focus of attention.  

11. Though many key management approaches consider defending against node compromise, 

the efficiency and security performance is not high when their mechanisms are deployed in 

some special application environment.  

Thus, the above discussion underlines the need of new research in public key cryptography 

for WSN which is a promising area.  
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Chapter 3   Elliptical Curve Cryptography Modelling 

 

3.1 Introduction  

Elliptical curves have been studied in mathematics for along time, but their use in 

cryptographic applications was first suggested by Neal Kibitz [7] and Victor Miller 

[65]About 25 years of active investigation have confirmed the beneficial properties of these 

systems and led to the invention of efficient implementations methods. In the 21
st
 century the 

use of ECC for production of cryptographic primitives, such as digital signatures has begun 

to put in to standards. We have now, for instance, the US standards ANSI X9.62, FIPS 186-2 

NIST, SECG, IEEE P1363. 

While implementing an ECC an important consideration is how to implement the underlying 

filed arithmetic. The problems encountered in such implementations are addressed in this 

chapter, with attention being focused on questions which arises mostly in software 

implementations, although some hardware issues are briefly mentioned. Two questions of 

particular importance are, whether to use even or odd characteristics fields and secondly, 

whether to restrict the implementation to fields of a special type, for efficiency in case of 

WSN.  

3.2 Definition of Elliptical Curve 
 

An elliptic curve E  over )(pGF  where p  is a prime and 3p  is defined as the points ),( yx  

satisfying the curve equation  p) (mod   b  ax  x  y : E 32  where a  and b  are constants 

satisfying  p mod 0  27b  4 23 a .  Points satisfying this equation are known as affine points.  

In addition to these points a point at infinity   is also said to be on the curve. The set of all 

points on the curve E is denoted by  pGFE ))(( and is called order of the curve. The 

example 3.1 shows an elliptical curve and its group elements.  
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http://upload.wikimedia.org/wikipedia/commons/d/d0/ECClines-3.svg


42 

 

Figure 3. 1 An Elliptical Curve Example 

                                     

Table 3. 1 Nomenclatures used in ECC   

 

 

 

All the points on the elliptical curve forms a finite abelian group  meaning that if any two 

points on the curve are added , their sum point is on the curve itself forming a closed cyclic 

group with point at infinity  serving as identity element.  

 

Nomenclatures 

E : An elliptic curve over )(pGF  where p  is a prime and 3p   , defined as the points 

),( yx  satisfying the curve equation   p mod b  ax  x  y : E 32  where a  and b  are 

constants satisfying  p mod 0  27b  a 2 34 .  

p : A large prime which specifies the field over which the elliptical curve is defined, )(pGF . 

ba, : Constant curve parameters satisfying equation as above. 

yx, :The x and y coordinates of a point on the curve in affine system.  

G : A Base point on the curve with order n . 

RQP ,, : Points on the Elliptical Curve. 

 or pGFE ))((# : The order of the curve (The total number of points on the curve)  

 : Point at infinity.  

d : Private key of node 
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Example 3.1 Elliptical Curve and its group elements  

Let E is an elliptical curve with 4,2,41  bap  and defining equation 

 41) (mod    2x  x  y 32 4  Then the points on E  are- 

(0, 2) (0, 39) (2, 4) (2, 37) (3, 18) (3, 23) (5, 4) (5, 37) (7, 19) (7, 22) (8, 9) (8, 32) (10, 9)  

(10, 32) (11, 2) (11, 39) (16, 14) (16, 27) (17, 20) (17, 21) (18, 3) (18, 38) (20, 7) (20, 34) 

(21, 0) (22, 6) (22, 35) (23, 9) (23, 32) (24, 10) (24, 31) (26, 17) (26, 24) (27, 15) (27, 26)  

(28, 6) (28, 35) (30, 2) (30, 39) (31, 3) (31, 38) (32, 6) (32, 35) (33, 3) (33, 38) (34, 4)  

(34, 37) (36, 19) (36, 22) (39, 19) (39, 22) (40, 1) (40, 40). 

*The C++ code for generating group elements of elliptical curve for above example is given  in Appendix C. The actual 

output window is given below- 

 

Figure 3. 2 An Elliptical Curve and Its Group Elements 
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 3.2 Pyramid of Elliptical Curve Cryptography (ECC) 
 

The ECC pyramid in Figure 3.3 shows the hierarchies of the operations involved in 

implementing ECC on WSN platform. The ECC pyramid has three levels of arithmetic. The 

foundation of pyramid is the field or modular arithmetic.  The field arithmetic is used to 

implement elliptical curve point addition and doubling operations.  The point doubling and 

additions are the basic building blocks of the scalar multiplication process. All standard 

cryptographic protocols involve use of scalar multiplication which is the most time 

consuming operation of ECC. To reduce this time for WSN was main objective of this thesis. 

The ECC operations pyramid forms the basis of this chapter. In analyzing of ECC, top to 

bottom approach has been taken. Initially we will discuss standard cryptographic protocols 

such as ECDH [22], ElGamal encryption and decryption schemes[66], Elliptical Curve 

Digital Signature Algorithm (ECDSA) [67-69] which sit on the top of pyramid. It will be 

followed by scalar multiplication which in turns depends on EC point doubling and point 

addition operations. The chapter will end with brief review of finite field arithmetic 

algorithms available with their merits and demerits.  
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Figure 3. 3 ECC Operational  Pyramid 

3.3 Elliptic Curve Protocols for WSN 

ECC can be used in WSN to obtain authentication of sensor nodes, maintaining data 

confidentiality, data integrity and data freshness. There are several standard protocols  

available in literature which can be tailored  as per resources of WSN to achieve above gaols 

.The next sections provides mathematical modelling for the same.    

3.3.1 Elliptic curve key generation  

 

Let E be an elliptical curve defined over a finite field )(pGF .Let G be a point in 

 pGFE ))((# and has order n .Then the cyclic subgroup of  pGFE ))((# generated by  

G is,  
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})1(..,,.........3,2,,{ GNGGGG   . 

The ),,,( nGEp are the public domain parameters. A private key is an integer d that is 

selected randomly from the interval )1,1( n , and the corresponding public key is 

dGQ  .Algorithm 3.1 shows the process to calculate public key in ECC. The problem of 

determining d given the domain parameters and Q is the elliptic curve discrete logarithmic 

problem (ECDLP).  

Algorithm 3. 1 Elliptic Curve key pair generation 

Algorithm 3.1 Elliptic Curve key pair generation   

Input: Elliptic Curve domain parameters ),,,( nGEp . 

Output: Public key Q and private key d . 

1. Select )1,1(  nd . 

2. Compute dGQ  . 

3. Return ),( dQ . 

  

3.3.2 Definition of Elliptic Curve Discrete Logarithm Problem (ECDLP) 

Given a prime modulus p , curve constants a  and b , two points G  and Q  on the 

corresponding curve, the elliptic curve discrete logarithm problem (ECDLP) is to find a 

scalar d  such that  Gd  Q  .  The value d  is known as the elliptic curve discrete logarithm 

(ECDL) [57]. 

The elliptical curve is said to be secure for cryptography if the number of points on the curve 

  pGF E #  which is also called as order of the curve should be as large as possible. In 
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practice Computer multiplication (CM) method is used to generate the secure curve and till 

date there is no attack reported on the curve generated by this method. Other method involves 

use of a subfield curve also known as Koblitz Type. These curves are generated by choosing 

a small field referred as Galois field. There are curves over composite extension field 

)( mpGF where m  is not prime but are considered less secure as compared to 

)2(),( rGFpGF where rp,  are prime due to the method of Weil descent for solving the 

ECDLP. The next method involves use of randomly chosen values of bap ,, and to use 

Schoof-Elkies –Atkin algorithm to count the number of points on the curve. Unfortunately 

this algorithm is very time consuming in spite of fact that they are much secured. For 

example, one implementation takes several minutes on a Intel Pentium 1.80 GHz computer 

with 768 RAM to count the points on 160 bit and 192 bits curve which prohibits use o f them 

for resource constraint WSN. Due to this fact this research recommends use of fixed curves 

published by national Institute of Standards and Technology ( NIST) [70] for WSN. The list 

of NIST curves is attached as an Appendix A with this thesis. WSN security aspects of 

authenticity, message integrity, and confidentiality can be achieved with the help of following 

standard protocols which are based on elliptic curve.   

3.3.3 Elliptical Curve Diffie-Hellman Protocol (ECDH) 

ECDH[22] is a protocol which allows Alice and Bob to establish a shared secret key for 

communication over a unsecured channel in which Eve is eavesdropper. The shared secret 

key can be used to encrypt the subsequent communication using symmetric key cipher.  
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Algorithm 3. 2 Elliptical Curve Diffie-Hellman Protocol 

Algorithm 3.2 Elliptical Curve Diffie-Hellman Protocol 

1. Alice and Bob agree on the elliptic curve E  and base point ),( 11 yxG .  

2. Alice generates a random integer }1,....,1{  na  where n  is the order of the group and    

number a  is called private key of the Alice. 

3. Alice sends to Bob her public key  )(),( ,11 aaa yxyxaaGQ   . 

4. Bob generates the random integer }1,....,1{  nb  and number b  is called private key of    

the Bob.  

5.  Bob sends to Alice his public key  ),(),( 11 bbb yxyxBbGQ   . 

6. Alice can then compute abGbGaaQyx bkk  )()( ,  . 

7. Likewise, Bob can compute abGaGbbQyx akk  )(),( . 

8. The shared session key is kx which the x –coordinate of the point.  

 

The protocol is secure because no parties know the private key of the Alice and Bob. To get 

this private key, they need to solve ECDLP. The only information that Eve knows 

is ba QQEG ,,, .The major problem for this protocol is the ‘man in the middle attack’ which 

has been discussed in the chapter 8.In this type of attack, the Eve sends public key to Alice 

and as Alice is not sure about Eves identity establishes the session key with him. This 

problem can be solved by using a certifying authority for all public keys.  

The security of the this algorithm depends on the length of the key in bits. To attack an 

algorithm with k  bits key, generally 12 k  operations are required. Hence the parameters of 
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the curve E have to be chosen in such a way that at least 12 k  operations will be required 

to break the key. The table 3.1 gives recommended key sizes by National Institute of standard 

and Technology (NIST) [70] to protect the public key for DES, AES, RSA and ECDH 

encryption methods.  

                                                                         Table 3. 2 NIST Guidelines for Key Sizes 

Symmetric Key   

  Sizes in Bits 

Symmetric Encryption    

        Algorithm 

Minimum Size Bits of Public Keys 

DSA/DH    RSA ECC 

80 Skipjack 1024 1024 160 

112 3DES 2048 2048 224 

128 AES-128 3072 3072 256 

192 AES-192 7680 7680 384 

256 AES-256 15360 15360 512 

 

One will notice from above table, as the bit sizes in symmetric key increases, the bit sizes in 

DSA and RSA[6] increases at much faster rate than ECC. This is the reason why ECC offers 

more security per bit as compared to RSA and DSA algorithms. 

In choosing Elliptical Curve for cryptography there are various options available. The NIST 

has recommended 15 standard curves with various sizes. Ten of these curves are for binary 

field and five are for prime field. The list of these curves is given in  Appendix A of the 

thesis.  
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3.3.4 Comparison between RSA and ECC for WSN 

 

In PKC there are two options available namely, ‘factorial based’ RSA algorithm (1024 bits) 

and ‘discrete logarithmic problem’ based ECC (168 bits). The ECC based Diffie-Hellman is 

more suitable for WSN than RSA based DH as the former one provides compact keys and 

signatures. The compact key of ECDH will help to reduce computational cost, battery power, 

and bandwidth of the network. The broadcast authentication can be achieved with ECDSA 

scheme without requiring time synchronization. Due to all these reasons, this research will 

investigate the application of ECC for resource constraint WSN platforms. 

ECC provides flexibility to wireless sensor node without compromising the security of the 

whole network as the key are not pre distributed. There is also no need of time 

synchronization which is very difficult task. The example 3.2 below compares key sizes of 

ECC and RSA. 
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Example 3.2 Comparing key sizes of RSA and ECDH on MIRACL crypto library. 

An Elliptic Curve cryptography example by Pritam Shah, Xu Huang, and Dharmendra Sharma 2010 executed on MIRACL crypto Library 

First Diffie-Hellman Key exchange... 

Alice's offline calculation 

Bob's offline calculation 

Alice calculates Key= 

9663095517842289273904410014104171454484284808865248581166028165813424331850733279027543004977467106972723747313

7783726663658673300717817399217987732570637229960484394094366010660167666439045332982888866757555461807181449167

71753175560841094136256355000940025169383417651031434752564647309718507822261318989 

Bob calculates Key= 

9663095517842289273904410014104171454484284808865248581166028165813424331850733279027543004977467106972723747313

7783726663658673300717817399217987732570637229960484394094366010660167666439045332982888866757555461807181449167

71753175560841094136256355000940025169383417651031434752564647309718507822261318989 

Alice and Bob's keys should be the same! Le’s try that again using elliptic curves.... 

Alice's offline calculation 

Bob's offline calculation 

Alice calculates Key= 

5756659004977655693910975295747305450313129196486344767877 

Bob calculates Key= 

5756659004977655693910975295747305450313129196486344767877 

Alice and Bob's keys should be the same! (But much smaller) 
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* Code for the above program is given  in Appendix A. The experiment carried out on MIRACL crypto library. 

 

 

                                                        Figure 3. 4 Diffie Hellman Key Exchange Protocol 

3.3.5 ElGamal Elliptic Curve Protocol  
 

In this scheme a plain text message m is first represented as a point M on the curve, then 

encrypted by adding it to kQ  where k  is randomly selected integer , and Q  is the intended 

receiving nodes public key. The sender sends the point kGC 1 and kQMC 2 to the 

receipts who uses her private key d  to compute the original message.  
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Algorithm 3. 3 Basic ElGamal Encryption Algorithm 

Algorithm 3.3 Basic ElGamal Encryption Algorithm  

Input: Elliptic curve domain parameters ),,,( nGEp ,public key of receiver Q , plain text m . 

Output: Cipher text ),( 21 CC  . 

1.Represent the message m as a point M in E . 

2.Select }1........1({  nk . 

3.Compute kGC 1 . 

4.Compute kQMC 2 . 

5.Return ),( 21 CC . 

Algorithm 3. 4 Basic ElGamal Decryption Algorithm 

Algorithm 3.4 Basic ElGamal Decryption Algorithm  

Input: Elliptic curve domain parameters ),,,( nGEp , private key public key d ,  

          Cipher text ),( 21 CC  

Output: Plain Text Message m . 

1.Compute MkQkQMdGkkQMkGdkQMdCCM  )()()()(12 . 

2.Extract m from M . 
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To recover the message m ,an eavesdropper needs to compute kQwhich is called ECDLP 

problem. To make this scheme more clear to understand an example based on ElGamal 

scheme based on Elliptic Curve  is given here for encryption and decryption of the message. 

In WSN every node sends the valuable information to the base station like temperature, 

pressure, humidity or more sensitive information. That information can be encrypted with the 

help of above protocol. 

Example 3.3 Basic ElGamal Encryption and Decryption based on Elliptic Curve 

An Elliptic Curve cryptography example by Pritam Shah 2010. 

The elliptic curve over finite field and having equation:                                             

)263(mod11)263mod( 32  xxy  The points on the curve which satisfy the above 

equation are, 

 (0, 1) (0, 262) (1, 23) (1, 240) (2, 96) (2, 167) (3, 89) (3, 174) (4, 73) (4, 190) (6, 111) (6, 152) (7, 80) (7, 183) (8, 28) (8, 235) (10, 119) 

(10, 144) (14, 38) (14, 225) (15, 32) (15, 231) (21, 128) (21, 135) (22, 64) (22, 199) (23, 57) (23, 206) (24, 35) (24, 228) (27, 81) (27, 182) 

(29, 111) (29, 152) (30, 87) (30, 176) (31, 34) (31, 229) (33, 27) (33, 236) (38, 101) (38, 162) (39, 45) (39, 218) (40, 55) (40, 208) (44, 65) 

(44, 198) (45, 35) (45, 228) (47, 81) (47, 182) (48, 60) (48, 203) (49, 123) (49, 140) (51, 64) (51, 199) (57, 25) (57, 238) (58, 5) (58, 258) 

(59, 6) (59, 257) (60, 123) (60, 140) (61, 52) (61, 211) (66, 34) (66, 229) (67, 119) (67, 144) (68, 74) (68, 189) (69, 108) (69, 155) (72, 85) 

(72, 178) (74, 4) (74, 259) (75, 25) (75, 238) (77, 116) (77, 147) (78, 53) (78, 210) (81, 0) (82, 27) (82, 236) (83, 114) (83, 149) (87, 61) (87, 

202) (88, 91) (88, 172) (99, 79) (99, 184) (103, 131) (103, 132) (108, 83) (108, 180) (110, 130) (110, 133) (111, 77) (111, 186) (112, 44) 

(112, 219) (115, 59) (115, 204) (116, 125) (116, 138) (117, 18) (117, 245) (118, 106) (118, 157) (123, 23) (123, 240) (127, 2) (127, 261) 

(131, 25) (131, 238) (132, 70) (132, 193) (134, 29) (134, 234) (137, 107) (137, 156) (138, 29) (138, 234) (139, 23) (139, 240) (141, 109) 

(141, 154) (142, 26) (142, 237) (143, 37) (143, 226) (144, 69) (144, 194) (145, 115) (145, 148) (146, 97) (146, 166) (147, 94) (147, 169) 

(148, 27) (148, 236) (150, 129) (150, 134) (152, 124) (152, 139) (154, 123) (154, 140) (157, 100) (157, 163) (159, 102) (159, 161) (162, 

104) (162, 159) (166, 34) (166, 229) (169, 107) (169, 156) (170, 130) (170, 133) (173, 90) (173, 173) (174, 109) (174, 154) (175, 20) (175, 

243) (180, 122) (180, 141) (181, 59) (181, 204) (182, 110) (182, 153) (184, 43) (184, 220) (185, 127) (185, 136) (186, 119) (186, 144) (188, 

70) (188, 193) (189, 81) (189, 182) (190, 64) (190, 199) (192, 15) (192, 248) (194, 35) (194, 228) (195, 7) (195, 256) (196, 116) (196, 147) 

(199, 2) (199, 261) (200, 2) (200, 261) (206, 70) (206, 193) (207, 117) (207, 146) (208, 24) (208, 239) (210, 79) (210, 184) (211, 109) (211, 

154) (216, 4) (216, 259) (217, 79) (217, 184) (218, 108) (218, 155) (219, 118) (219, 145) (220, 107) (220, 156) (221, 33) (221, 230) (222, 

58) (222, 205) (223, 50) (223, 213) (224, 9) (224, 254) (226, 99) (226, 164) (228, 111) (228, 152) (230, 59) (230, 204) (236, 4) (236, 259) 
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(239, 108) (239, 155) (240, 31) (240, 232) (242, 72) (242, 191) (245, 48) (245, 215) (246, 130) (246, 133) (249, 98) (249, 165) (251, 75) 

(251, 188) (253, 116) (253, 147) (254, 29) (254, 234) (259, 14) (259, 249) (260, 51) (260, 212). 

Basic ElGamal Message Encryption Scheme based on above elliptical curve 

Let us choose base point from above group of elements for encryption of message (G is shown in 

green fonts and underlined),  

15. isG  of order and G )27,148(  

Alice' public key  

)89,3()27,148(*51  GaPa             

Bob's public key  

)52,61()27,148(*212*  GbPb  

Eves public key   

)256,195()27,148(*153*  GePe  

Plain text message from Alice to Bob   

)72,19(),( 21 mm . 

Calculate 

2211 **,**,* mPaCmPaCGaP bba  . 

Encrypted message from Alice to Bob   

}153,193),89,3{(),,( 21 CCPa .  

Bob's decrypted message from Alice    

)72,19()*/(),*/( 2211  aa PbCmPbCm . 

Eve’s decrypted message from Alice  )191,203( . 
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3.4 Point Addition and Point Doubling on Elliptical Curve 
 

 

Figure 3. 5 Point Addition, Point Doubling Operations on Elliptical Curves 

The second level of ECC pyramid comprises of point addition and point doubling operations. 

Scalar multiplication of a point P  by a scalar k  is defined as : 

    times ...k     P  ...  P  P    Pk   

This in turn consists of point doubling and addition operations. The following figure shows 

geometrical representations of point addition and doubling over the elliptical curve having 

equation 7532  xxy .  

a. Point doubling:  To double a point P, a tangent to the curve at the point P is drawn, which 

intersects the curve at -R.  A mirror point of –R is R, which is taken to be the result of the 

doubling operation.   
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b. Point addition: To add two points P and Q, a line is drawn through the two points and 

the line intersects the curve at a place, -R. A mirror point of –R is R, which is taken to be the 

result of the addition operation.   

c. Point at infinity: If the two points P,Q are lying on vertical line, there addition is 

considered as point at infinity. Algorithms 3.5 and 3.6 describe point addition and point 

doubling respectively.  

Algorithm 3. 5 Point Addition 

Algorithm 3.5 Point Addition 

 Let P and Q be the two points on the elliptical curve . 

 If P is   then return Q as the result. 

 Else if Q is   then return P as the result. 

 Else: 

- Let    .,x  Q and ,x 2211 yyP   

- Let  121 y - y  T  

- Let )( 122 xxT   

- If 2T  is zero then 

* If 1T  is zero then return Double (Q) as the result. 

* Else return   as the result. 

        -    Let -1

21 T . T    

        -    Let 21

2

3  x-  x-   x  
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        -    Let   1313 y -  x- x   y  

        -    Return  ., 33 yx  

Algorithm 3. 6 Point Doubling 

  

Algorithm 3.6 Point Doubling 

 Let the point to be doubled be P. 

 If P is  , return   as the result. 

 Else 

- Let  .,x 11 yP   

- Let     1

1

2

1 2y .   3x  


 a  

- Let 1

2

3 2x -   x  

- Let   1313 y -  x- x   y  

                                                Return  ., 33 yx  

 

3.5 Finite Field Arithmetic 

The efficient implementation of finite field arithmetic is an important prerequisite of elliptical 

curve cryptography on WSN because curve operations are performed using arithmetic 

operations in the underlying field. Three kinds of fields those are available for efficient 

implementation namely 

1. Prime field 

2. Binary field and  

3. Optimal extension field.  
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 For efficient implementation of finite arithmetic two basics operations are necessary 

modular reduction and modular inversion. 

a. Definition of Modular Reduction:  Reducing a number )(mod p x  can be defined as 

finding the remainder r  when x  is divided by p .  

 Without modular reduction, the size of the numbers will become substantially larger, and 

thus addition and multiplication will take larger amounts of time and require the use of more 

memory.  

Another operation which is required by an ECC is modular inversion.  

b. Definition of Modular Inversion: The inverse of a number x  can be defined as the value 

1x  such that 1 1  xx . 

The following sections will discuss efficient algorithms for the implementation of addition, 

subtraction, multiplication and inversion in this fields. When implementing an elliptic curve 

system an important consideration is how to implement the underlying field arithmetic. Two 

questions of particularly importance are whether to use even or odd characteristics fields and 

secondly whether to restrict implementation to field of special types for efficiency or support 

any type of field. 

3.6 Fields of odd characteristic: Field of odd characteristic is denoted with symbol pF  

where p a large prime is. In this type, field elements will be represented as integers in the 

range 0, 1… p -1 subjected to the arithmetic modulo p .Multiplication and division are 

challenging operations in pF  as compared to addition and subtraction.  This section will 

discuss the techniques for performing fast modular reduction algorithms.  
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3.6.1 Moduli of Special form or pre computed moduli [71]: This algorithm is performed 

with the help of by shift and add operations and a multiplication by a removing any need of 

division. Modular inversion is the most cumbersome operation and is generally performed by 

using Euclidean algorithm .The modular inversion operation can be bypassed with the use of 

proper underlying curve arithmetic. Further improvement can be obtained with a having low 

Hamming weight i.e. few non zero elements in its binary representation.  

 

Algorithm 3. 7 Reduction Modulo 

Algorithm 3.1         Reduction Modulo  

             

 

 

. Re.6

.  r .5
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: 0q  .2
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.  Re

111

i
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rturn

prrdopwhile

rrrii

bqaqrbaqq

dowhile

irrbqxrbxq

pxrOutput

xinetegerAnInput

abpModuloduction

i

t
iii

t
ii

tt

t

















 

The performance can also be improved by use of pre computed tables for performing the 

modular reduction. In  this case every person who in the systems has to use curves defined 

over same finite field. This raises problem of interoperability.            

3.6.2 Residue number system arithmetic 

 

Residue Number System arithmetic (RNS) is very old  concept based  on the Chinese  

Remainder Theorem (CRT).For a modulus p  a set of auxiliary primes ip are chosen  such 

that, 
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.

1

2




t

i

i pp  

We then represent the element x  modulo p as the vector  txx ,,.........1 where, 

                                  ) (mod ii pxx  . 

To add and multiply numbers we are only computing the addition and multiplication of their 

components of size very much smaller than the original modulus. The final result is obtained 

by the CRT. 

3.6.3 Barrett Reduction [71] 

When using Barrett reduction the standard multi precision methods are used for integer 

arithmetic operations. However the modular reduction is performed in a rather efficient way. 

We assume that we are given a positive integer x which is of the size at most 2p . We wish to 

compute )(mod px . As a pre computation we compute  

 pb t /2  where 1 tt bpb  and b is the base size of the computer. 
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Algorithm 3. 8 Barrett Reduction Algorithm 

Algorithm 3.2 Barrett Reduction Algorithm 

 

 
 

z. Re.7

. do mz .6

.  0 .5

..4

.),(mod.3

./)(.2

./.1

)(mod:

/  ,     ,:

.Re

1

21

2
1

1

1
0

1
0

212

turn

mzzWhile

bzzthenzIf

rrz

qprbxr

bqq

bxq

pxzOutput

pbandbpbbxthatsuchandpxInput

ductionBarrett

k

k

k

k

tttt































 

 

3.6.4 Montgomery Reduction [72] 

This is the most successful method to implement arithmetic modulo a large prime p . Assume 

that b  is the word base and t  and R  are defined by the equation, 

                                                            pbR t  . 

Every element Fpx is represented as )(mod p  xR in Montgomery representation. 

Multiplication is much faster in this type of representation. The following algorithm explains 

the procedure for Montgomery Reduction. To compute x  we first compute u  which is easy 

once )(mod1 Rp has been computed, since R  is a power of word base. Thus u  can be 

computed with no modulo divisions, the computation of )(mod1 Rp being done once and 

stored for later use. To compute z  we need to perform one further multi-precision 

multiplication, multi-precision addition and then a division by R . But division by R  is a 

simple shift of words in upy  to the right by t spaces, since pbR t  . 

 

Algorithm 3. 9 Montgomery Reduction Simple Case 
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Algorithm 3.3 Montgomery Reduction Simple Case 

 

                

.Re.4

..3

./)(.2

).(mod.1

).(mod:

.:

1

1

x turn

pxx then px If

Rupyx

Rypu

pyRxOutput

pRy number AInput















              

In fact we can even more efficient by setting )(mod1' bpp  and if y is given 

by 01

12

120112 ....),,.......( ybybyyyyy t

tbt  

 then )(mod1 pyR  can be computed by 

performing the following steps. The modified Montgomery reduction scheme is given below 

in which operation I step 2 can be performed using a single precision multiplication 

operation. The operation in step 3 is preformed by a shift, a scalar multiplication and then 

adds. Hence to get output we need to perform a set of multi precision addition, scalar 

multiplication and shift operation.  

 

Algorithm 3. 10 Modified Montgomery Reduction 

___________________________________________________________________________  

Algorithm 3.4 Modified Montgomery Reduction 
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





 
 

To compute )(mod1' bpp  , the extended Euclidean algorithm can be used. However it is 

rather easy to compute )2(mod1 wx using the following algorithm. To verify the correctness 

of this algorithm note that at the end of every execution step 3 we have )2(mod1 ixy  . This 

method is very efficient as only single precision arithmetic is used assuming bw2 . 

 

Algorithm 3. 11 )2(mod1 wx Computing 
 

Algorithm 3.5 )2(mod1 wx Computing   

                                                    

.Re.4

.2)2(mod2.3

:2.2

.1.1

).2(mod:

.20,int:

11

1

y turn

yy then  y x If

do w to i For

y

xyOutput

x x   odd  AnInput
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w

w












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Suppose two elements Fpyx , are given in the Montgomery representation 

i.e. )(mod),(mod pyRY andpxRX  .To compute )(mod pxyRZ   first compute the 

standard multi precision multiplication of X and Y to obtain 2' xyRZ  which is a number of 

size at most pRp 2 .By applying Montgomery reduction to the number 'Z we can obtain 
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Z .Thus to multiply two elements in Montgomery representation we need only perform a 

single multi precision multiplication followed by a Montgomery reduction. No divisions are 

needed. The operation can be made more efficient by interleaving the multiplication and 

reduction steps. Assume that X and Y are given in the form btbt yyandxx ),....,(),.......,( 0101  . 

To compute the Montgomery product )(mod1 pXYRZ  perform the following- 

 

Algorithm 3. 12 Montgomery Multiplication 

Algorithm 3.6 Montgomery Multiplication 

                               

.Re.6

..5

./)(.4

),(mod')(.3

:1.2

.0.1

).(mod:

:
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1

Z turn

pZZ then p ZIf

bupyxZZ

bpyxzu

do t to 0i For

Z

pXYRZOutput

Y and XInput

i

i










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The computation of u  in above algorithm can be performed by is single precision and the 

computation of Z  in step 4 requires two multiplications of multi precision integers by a word 

,then two multi precision addition followed by right shift. Division in Montgomery 

representation can be performed by using the binary extended Euclidean algorithm and can 

be modified to compute to compute Montgomery inverse. 
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3.7 Fields of characteristic two 
 

Finite fields of characteristic 2 are attractive to implement due to their ‘carry free’ arithmetic 

and the availability of different equivalent representations of the field, which can be adapted 

and optimized for the computational environment at the hand. This section will discuss 

arithmetic over the finite field nF
2

1n . Field elements are represented as binary vectors of 

dimension n relative to the basis ),...,,( 110 n of nF
2

as linear space over 2F .Field addition 

and subtraction are implemented as component wise exclusive OR (XOR) ,while 

implementation of multiplication and inversion depends on the basis chosen. 

3.7.1Polynomial Bases: A polynomial basis is one of the forms ),......,,,1( 12 n where 

 is a root of an irreducible polynomial )(xf of degree n over 2F .The field is then realized 

as  )(/][2 xfxF , and the arithmetic is that of polynomial of degree at the most 

)(,1 xf modulo n . 

a. Modular reduction [57]: By choosing )(xf as a low weight polynomial i.e. one with least 

possible number of non-zero coefficients, reduction modulo )(xf  becomes very simple 

operation that is performed in time )( nWO where W is the weight of the polynomial. For the 

purpose of practical interest it can be assumed that )(xf is either trinomial or pentanomial 

(i.e.W =3or5).The following algorithm exemplifies reduction of a polynomial of degree 

22 n such as is obtained from the product of two polynomials of degree  1n , modulo a 

trinomial )(xf .  
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Algorithm 3. 13 Reduction Modulo  

 

Algorithm 3.7 .0,1Re nt xxf(x) uloductionMod tn   
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The above algorithm operates on a(x) in place obviating need for extra storage for the results 

r(x).Also in the software environment the algorithm is easily adapted to operate on computer 

words. If wtn  where w is the word size, then algorithm scans the words containing the 

coefficients nnn aaa ,........,, 1222   from higher order to lower order, adding each word in to two 

positions offset tn  and n bits back respectively. The condition on tn  guarantees that a 

word does not add to any part of itself, and is thus processed only once. Each offset location 

requires up to two word XOR operations. The total number of word XOR operations in the 

trinomial case is therefore at the most ]/[4 wn .In general reduction modulo an irreducible of 

weight W requires at most ]/)[1(2 wnW  word XOR operations. Another favored choice of 

irreducible polynomial is one of the form )()( xgxxf n   Where the degree of )(xg is 

small relative to n . 
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b. Multiplication:  When using polynomial bases, the first stage in computing the product of 

two elements of  nF
2

 is the multiplication of two polynomial of degree at most 1n    in 

][2 xF  . This is carry free version of two n-bits integer. For multiplication the old and well 

tried recursive subdivision method first described for integers by Karatsuba [73] is often 

appropriate. Assume n   is even. To compute the product )()( xbxa where ][)(),( 2 xFxbxa   

have degree 1n  , we write 

                              
),)()(())()(()()( 0101  xBXxB   xAXxAxbxa 

 

where 1010 ,,, BBAA are polynomial of degree ,12/ n and 2/nxX  .The right hand side of 

the equation can be regarded as the product of two linear polynomials in X, with coefficients 

in ][2 xF .This product can be derived from the three products 

)()(,, 10101100 B B A A and BA BA  of polynomials of degree ,12/ n i.e. one problem of 

size n is solved by solving three problems of size 2/n .Similarly when n is odd , a problem 

of size n can be reduced to one of size 2/)1( n and two of size 2/)1( n .In either case 

proceedings recursively leads to an overall number of operations ).(
3log 2n As a final remark 

on multiplication in polynomial representation squaring is much easier than  general 

multiplication in ][2 xF .To square a polynomial we just thin it out ,inserting a zero between 

every two original binary coefficients. 

c. Inversion In polynomial representations the extended Euclidean algorithm is always 

preferred for computing inverses.  As with multiplication, fast symptotic algorithms are 

available for this computation.  An  n   log n   algorithm is used for computing 

greatest common divisors, where )(nM denotes the complexity of multiplying n-bit 

polynomials.  This algorithm can be easily modified to compute modular inverses. But, again, 

asymptotically  fast methods becomes effective at very large values of n, usually beyond 

those used in WSN security.  Therefore in WSN where values of n are moderate often rely on 

variants of the binary extended Euclidean algorithm for polynomials [74]. 
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 In any case, F2
n 

inversion is often significantly slower than multiplication.  In fact, an 

inversion can be easily replaced by multiplications chain.  Such schemes derive from the field 

equation, which can be recast as β
-1 

= β2
 n-2 

= (β
2 n-1 

-1)
2 

for all β  0 in F2
n
.   

3.7.2 Normal bases.  A normal basis of F2
n
 over F2 has the form (α, α², α²

²
, ….., α²

n-1
) for 

some α Є F2
n
.  It is well known that such bases exist for all 1n .  Normal bases are useful 

hardware friendly. First, the field squaring problem is insignificant in normal basis 

representation, as squaring can be done by just a cyclic shift of the binary vector representing 

the input operand.  .A measure of the hardware complexity of such a multiplier is given by 

the number Cα of ones in the nn  binary matrix T = (Tij) defined by  

  α
1+2i

 = 1 -n   i  0 ,2
1

0






j
n

j

ij .   

The matrix T completely determines the structure of multiplication for the normal basis, as it 

captures all the information on products of basis elements.  It is clear that Cα   n².  On the 

other hand, Cα satisfies the lower bound Cn   2n-1 .  When the lower bound is attained, α is 

said to generate an optional normal basis (ONB).  An alternative characterization states that α 

generates an ONB if and only if for all i1,i2,0   i1, < i2   n-1, there exist integers j1,j2 such 

that α²  1i α² 2i = α²  1j + α²  2j .  It is easy to verify the definitions are equivalent. 

 The existence of optimal normal bases, an ONB of F2
n
 over F2 exists if and only if 

one of the following conditions hold: 

 i  n+1 is prime, and 2 is primitive in Fn+1; then the n non-trivial  1 n  st roots of   unity 

form an ONB of F2
n
 over F2, called a Type I ONB; 
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  ii  2n+1 is prime, and either 

           1  2 is primitive in F2n+1 or 

  2 2n+1  4 mod 3  and the multiplicative order of 2 in F2n+1 is n; that is 2              

generates the quadratic residues in F2n+1; then, -1      generates on ONB of F2
n
 over F2, 

where γ is a primitive (2n-1)st root of unity; this is called a Type II ONB. 

 The above characteristics show that ONB bases are having hardware complexity advantages. 

An ONB is always self-dual, i.e., r  jiq


2
= 1 if and only if i = j, where j ,  i  denote 

arbitrary basis elements, and  r  z
q 2

 denotes the trace of z Є F q over F2, q = 2.  Also when 

an ONB of F2
n
 exists, it is unique.  Finally, the matrix T can be constructed directly from 

properties of the residue classes of integers modulo n+1  I Type  or 2n+1.  Thus, the field 

algebra can be realized directly without first requiring the construction of a binary irreducible 

polynomial of degree n . The bit-serial multipliers that are very effective for ONBs in 

hardware do not always map nicely to efficient software implementations, as single bit 

operations are expensive in the software.  Also, while efficient bit-serial implementations are 

available for multiplication in ONB representation, they do not carry to inversion operations.  

It turns out, however, that by applying simple permutations, operations on ONB 

representations of both Types I and II can be handled through polynomial arithmetic, in a 

manner similar to the case of standard bases.  

For Type I ONBs, we observe that the minimal polynomial of α is f 

  1 ... x 1n   xxx n , and the set  1-n2 222  , ... ,  , ,   is the same as the set 

 n32  , ... ,  , ,  .  Therefore, for an element with coordinate  1-n10 a , ... ,a ,a in ONB 

representation, we can write 
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     ,a  
1

2
1

0

j
n

j

i
n

i

i ja  






  

 

Where the bijection    1-n0,1,...,  n1,2,..., :  is defined so that   i  j whenever 

2  1 n  mod j  i .  Thus, after suitable permutation, we can operate on elements in ONB 

representation as polynomials modulo f (x) or even simpler, modulo     1  x x f 1  1n  x .  

The latter will give result expressed in terms of 1, n2  ..., , ,  ,  which are brought back to 

the desired basis set by using, when needed, the equality 1 = n2   ...      . 

A similar, albeit slightly more involved transformation for TYPE II ONBs is described by 

Blake et al.  Write 1 2n   P , where n satisfies condition (II) above, and let γ be a Pth root of 

unity.  Let Φ denote the vector space of all polynomials over F2 of the form   jxa  


2n

1j ja  x , 

where n1,2,...,  jfor  a  j-p ja .  We call the elements of Φ palindromic polynomials.  In a 

palindromic representation of F2
n
, each field element corresponds to a palindromic 

polynomial.  Addition is defined in the usual way, and the product of two palindromic 

polynomials     xb ,xa Є Φ is the unique polynomial  xC  Є Φ such that  

 

         1 -  xmod   xb . xa  pxC . 

 

When we substitute  xain    x , we obtain 
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     j-
n

1j

j

2

1

j   a  a    


jj
n

j

a . 

 

It follows from condition (ii) that for every j Є  n ...., 2, ,1 , exactly one element in the pair 

 j-p ,j can be written as 2 i modulo p, for some 1 -n   i  0  .  Hence, we can write 

     .a       a    a  a
i

i

i

i

ii

i

n

i
2

21-
n

i
2

2-
n

i
2

2
1

0

1

0

2
1

0

 


















   

where all indices are taken modulo p.  The above equation implies that, up to permutation, 

the elements n21 a , .... ,a ,a are the coefficients of the ONB representation of  a .  It follows 

from this simple relationship between the coefficients of  xa  and the ONB representation of 

 a  that arithmetic operations in ONB representation can be realized as polynomial 

operations modulo 1 - px .  In particular, inverses in ONB representation can be computed 

using the Euclidean algorithm. 

As an example of the transformation for Type II ONBs, consider  the case 5 n .  It is readily 

verified that the case satisfies Condition  ii , with 2 being primitive modulo 11  p .  We 

have     11 mod 5 3,- 4, , 2 , 1  2 , 2 , 2,2 , 2 432 10  .  Thus an element 

16

4

8

3

4

2

2

10  aaaaa   in ONB representation corresponds to the palindromic 

polynomial  

 10

0

9

1

8

3

7

2

6

4

5

4

4

2

3

3

2

10 xaxaxaxaxaxaxaxaxaxa  . 

3.7.3 Subfield bases.  When 21n  nn  , we can regard nF
2

as an extension of degree 2n  

of 1
2nF , and represent elements of nF

2
using a basis of the form 2121 n  j  0 , i  0 1 ,  naa , 
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where 1210 ,....,, n form a basis of nF
2

over 
12nF and 1-n110  , ,...,  form a basis of 

12nF over 2F .  Thus, arithmetic can be done in two stages, with an ‘outer’ section doing 

operations on elements of nF
2

as vectors of symbols from  

12nF ; and an ‘inner’ section performing the operations on the symbols as binary words.  Any 

combination of bases can be used, e.g., normal basis for the outer section, and polynomial 

basis for the inner one. The subfield representation is particularly advantageous when 

1n  is large enough so that 2n is small, but 1n  is still small enough so that symbol operations 

can be made very fast in the computational environment at hand, e.g., by implementing the 

12nF arithmetic through look-up tables.  Values of 1n  between, say 4 and 16 are typical.  The 

nF
2

inversion operation benefits the most from the structure, as the Euclidean algorithm is 

performed on much shorter polynomials, and the scheme benefits from the parallelization 

resulting from operations on symbols.  Thus, typically, the gap between the running times of 

inversion and multiplication is smaller when a subfield representation is used, as compared to 

a polynomial basis over 2F .  The latter, is a special case of subfield representation with 

1  1 n . 

Inversion methods based on repeated multiplication can also be made more efficient when a 

subfield is available.  Here, for any non-zero β Є nF
2

, we can write ,   

    
s

1-s
1   




 

, where    1 - 2 / 1 - 2  n1nn .  The key observation 

is that s  is in the subfield
12nF .  Hence, to compute 1 , we obtain first 1s  with an 
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optimized addition chain, and then s  with an additional multiplication.  The quotient in 

above equation is finally obtained with an inverse in 
12nF and a scalar multiplication by the 

resulting subfield element. Besides their advantages in implementing finite field arithmetic, 

subfields may help in two other central problems in elliptic curve cryptosystems: curves 

whose coefficients are in subfield allow for easier determination of the group under, and they 

offer ‘shortcuts’ for the important point multiplication.   

3.8 Summary 
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Chapter 4 Optimization of Coordinate System for ECC on WSN  
 

 

4.1 Introduction  

 One of the crucial decisions when implementing an efficient ECC on WSN is deciding which 

coordinate system going to use. The coordinate system determines the efficiency of point 

addition and doubling algorithms on the elliptic curve, and hence the efficiency of the basic 

cryptographic operation of scalar multiplication [4].   

The need for different coordinate systems have arisen due to the large amount of time 

required to complete a modular inversion operation .Affine coordinate system requires an 

inversion operation in both point addition and doubling. This operation is computationally 

very intense. Table 4.1 shows that even optimized assembly implementation in highly parallel 

processors require a significant number of cycles for modular inversion operation [75]. 

Table 4. 1 Comparison of binary and prime field on Motorola processor 

Finite Field Arithmetic Comparison in terms of Processor Cycles per field operation 

Field                          163-Bits binary field                                 192-Bit prime field 

Operation                  1367163  xxxx                              164192  xx  

Inversion                   7,752                                                         23,146 

Multiplications         2,812                                                         330 

Squaring                    135                                                           213 
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*Cycle count for optimized assembly routines of Star core 140VLIW DSP processor (Motorola/Lucent 1999) 

 

It provides results for the elliptic curve point operation using the elliptic curve 

baxxxyy  232  over 163 bits and binary field using prime-polynomial 

1367163  xxxx  , a standard in cryptography. The second and third columns indicate 

the cycle times for each operation. This implementation uses optimized assembly programs 

for the start *core SC140DSP processor, a highly parallel VLIW processor (Star*Core 1999). 

The inversion operation is the slowest even in the parallel implementation. Recall that point 

addition or point doubling, in either binary or prime fields requires 1I+2M+1S and 

1I+2M+2S, respectively where I, M and S refer to the number of Inversion, Multiplications, 

and squaring respectively.  

For current standard with 163 bits point multiplication, one point double would require 

approximately 14,000 cycles and a point addition 13617 cycles on DSP processor. Additional 

cycles come from optimized field addition, modular reductions etc. which are generally 

insignificant compared to major operations listed namely multiplication, squaring and 

inversion.  

To provide further illustration of the computational efforts in a 163 bits scalar multiplication 

over this curve ( computing kP  where k  is a 163 bit key), assuming half the bits are non 

zero , would requires 163 doubles and 81 additions totaling over three million cycles. At 350 

MHz, this DSP processor can execute a typical 163 bits scalar multiplication in approximate 

10 ms using affine ordinate system. It is interesting to note that the ratio of inversion cycles to 

field multiplication cycles (I/M) is 7:1 for prime field and 3:1 for binary field as shown in 

Table 4.1. 

In general it is assumed that inversion operation takes seven fold longer times than a field 

multiplication, though in some platforms it may take 24 fold more execution time [75]. For 

example, prime field implementation on PC exhibits I/M ratios greater than 30. 
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The next section will illustrate how coordinate representation can optimize the performance, 

by eliminating the need for the inversion operation during point addition and point doubling.  

4.2 Coordinate Systems in Elliptical Curve 
 

An elliptic curve point P , can be represented with numerous coordinate systems. The 

prominent coordinate system used in ECC are affine coordinate, projective coordinate, mixed 

coordinate, Jacobian coordinate or modified Jacobian coordinate , in which the speed of 

point addition and point doubling differs. This objective of this chapter is to recommend 

efficient coordinate system for WSN platform so that standard cryptographic protocols like 

ECDH, ECDSA can be executed in shortest time. We have considered elliptical curves over 

prime fields except wherever mentioned binary .At the end of chapter we have suggested 

strategies for choosing optimal coordinate system for WSN depending on the software and 

hardware environment of these special networks.   

4.2.1 Affine coordinates )(A  

Affine coordinate system is the basic coordinate system used in the ECC [15, 57, 76] .Let us 

assume elliptical curve E  with Weitrass equation , baxxy  32  with 

3),(,  ppGFba . Let ),( 111 yxP  and ),( 222 yxP be points in )(pGF  given in affine 

coordinates, and where some convention is used to represent point at  . Assume 

that 212,1 PP and PP   , the sum 21333 ),( PPyxP 
 
can be computed as per below. 
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Algorithm 4. 1 Point Addition and Point Doubling in Affine Coordinate 

Algorithm 4.1 Point Addition and Point Doubling in Affine Coordinate System 

Point Addition 

                                           
.)(

.

.

13313

21

2

3

12

12

yxxxy

xxx

xx

yy
















 

Point Doubling  

 

 
 

 

As seen form the above equations the cost of point doubling is 1I + 4M and point addition is  

1I + 3M  . We can ignore the cost of field additions as well as cost of multiplication by small 

constants. As seen from above equations, point addition and doubling requires modular 

inversion which is highly expensive as shown in Table 4.1. Modular Inversion can be avoided 

with the use of projective coordinate as discussed in the next section. 

4.2.2 Projective Coordinate   

Projective coordinates are also well known, although sometimes called conventional 

projective coordinates [15, 57, 76]. In projective coordinates the equation of E is, 

3232 bzaxzxzy  .The point )::( 111 zyx on E corresponds to the affine point 

)/,/( 1111 zyzx when 01 z and to the point at )0:1:0( otherwise. The opposite of 

)::( 111 zyx is )::( 111 zyx  .Let ),,( 1111 zyxP  and ),,( 2222 zyxP be points in )(pGF  given 

.)(

.2

.
2

3

13313

1
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1
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1

yxxxy

xx

y

ax
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in projective coordinates, and where some convention is used to represent point at infinity . 

Assume that 212,1 PP and PP   , the sum ),,( 3333 zyxP  can be computed as follow. 

Algorithm 4. 2 Point Addition and Point Doubling in Projective Coordinate 

Algorithm 4.2 Point Addition and Point Doubling in Projective Coordinate 

Point Addition 

Set                      
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2

2112

2112

2

,

zxBBzzAC

zxzxB

zyzyA







 

 

So That              
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Point Doubling 

Set                     
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So That             

3

3

22

13

3

8

,8)4(

,2

Bz

ByDCAy

BDx







 

 

The key observation from the above formulae is that point addition can be done using field 

multiplication only, with no inversion required. Thus inversions are deferred, and only one 

needed to be performed at the end of point multiplication operation, if it is required the final 

results be given in affine coordinates. The cost of eliminating inversions is an increased 

number of multiplications, so the appropriateness of using projective coordinate is strongly 

determined by the ratio I: M. As seen from the above formulae the cost of point addition is 

14M and cost of point doubling is 12M. If one of the input points to addition is given by 

)1,,( 22 yx  that is directly transformed from affine coordinate system, then requirement of 

addition decreases to 11M. In spite of faster execution time, the projective coordinate 

representation requires larger code size and more memory for storing pre computed values as 

compared to the affine coordinate system.  

4.2.3 Jacobian and Chudnovsky Jacobian Coordinates ),( cJJ  

In Jacobian coordinates [18, 67] the equation of E is, 6432 bzaxzxy  .The point 

)::( 111 zyx on E corresponds to the affine point )/,/( 3

11

2

11 zyzx when 01 z and to the point 

at )0:1:1( otherwise. The opposite of )::( 111 zyx is )::( 111 zyx  .Let 

),,( 1111 zyxP  and ),,( 2222 zyxP be points in )(pGF given in projective coordinates, and 

where some convention is used to represent point at  . Assume that 212,1 PP and PP   , 

The sum ),,( 3333 zyxP  can be computed as follows. 
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Algorithm 4. 3 Point Addition and Point Doubling in Jacobian Coordinate 

Algorithm 4.3 Point Addition and Point Doubling in Jacobian Coordinate 

Point Addition 

Set                      
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So That              
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Point Doubling 

Set                     
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So That             
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


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The cost of point addition in this coordinate system is 12M + 4S and point doubling will cost 

4M + 6S.If one of the point is given as )1,,( 111 yxP   , the cost of addition reduces to 8M + 

3S.If the value of 3a , point doubling requires only 4M + 4S operations. The parameter 
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0a is more advantageous as the this cost further drops down to 3M + 4S.However this 

choice is far more special and the endomorphism ring End(E) contains a third root of unity. 

In Jacobian Coordinates, doublings are faster and additions are slower than the projective 

coordinates. To improve additions, a point P can be represented as a quintuple 

),,,,( 3

1

2

1111 zzzyx .These coordinates are called Chudnovsky Jacobian Coordinates. Additions 

and doublings are given by same formulae as above but the cost of addition is 11M + 3S and 

for doubling 5M + 6S. 

4.2.4 Modified Jacobian Coordinates )( mJ  

Modified Jacobian coordinates were introduced by [77]. They are based on Jacobian 

coordinates but the internal representation of a point P is the quadruple ),,,( 4

1111 azzyx  .The 

main difference in the formulae is )(2,)(,8 4

1

4

333

4

1 azCazCxAByyC  .An addition 

takes 13M + 6S and a doubling 4M + 4S.If one point is affine coordinates, an addition takes 

9M + 5S.This system offers fastest doubling procedure.  

4.2.5 Mixed Coordinates  

The idea of mixed coordinate was proposed by [24] where the inputs and outputs to point 

addition and doublings may be in different coordinates. Mixed coordinates can be very 

efficient when scalar multiplication is implemented with the base point stored in affine 

coordinates [4] .This idea was already mentioned in adding an affine point to one in other 

system. In general, one can add points expressed in two different systems and give results in 

third one [77] .  For example mc JJJ  means that we can add points in Jacobian and 

Chudnovsky Jacobian coordinates and express the results in Modified Jacobian System. In 

order to use mixed coordinate it is sometime necessary to convert a point representation from 

one coordinate system to another to have the input in the required format for the addition and 

doubling algorithm [4]. A point in affine coordinate ),( yx  can be converted to any other 

coordinate by using the following equations. None of the above conversions requires modular 

squaring, multiplications or inversions making them quite fast. 
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Algorithm 4. 4 Conversion of Affine coordinates to other coordinates 

 Algorithm 4.4 Conversion of Affine coordinates ),( yx to other coordinates 

        Affine  ),( yx                               Projective   )1,,(  yx  

        Affine  ),( yx                               Jacobian   )1,,(  yx  

        Affine  ),( yx                               Chudnovsky Jacobian )1,1,1,,(    yx  

        Affine  ),( yx                               Modified Jacobian ),1,,( a  yx  

  

 On the other hand conversion from a projective coordinate to any other coordinate is more expensive, 

requiring several multiplications or squaring in each case as shown in the following algorithm 4.5. 

Algorithm 4. 5 Conversion of projective coordinate  to other coordinates[4] 

Algorithm 4.5 Conversion of projective coordinate ),,( zyx to other coordinates 

Projective ),,( zyx                               Affine  ),( 11  yzxz  

Projective ),,( zyx                               Jacobian   ),,( 2 zyzxz  

Projective ),,( zyx                               Chudnovsky Jacobian ),,,,( 32 zz zyzxz 2
 

Projective  ),,( zyx                               Modified Jacobian ),,,( 2 4az zyzxz  
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Conversion from a point in Jacobian coordinate to any of the other coordinate is generally more 

efficient than the projective case as shown below- 

Algorithm 4. 6 Conversion of Jacobian coordinates  to other coordinates[4] 

Algorithm 4.6 Conversion of Jacobian coordinates ),,( zyx to other coordinates 

Jacobian ),,( zyx                               Affine  ),( 32  yzxz  

Jacobian ),,( zyx                               Projective   ),,( 3zyxz  

Jacobian ),,( zyx                               Chudnovsky Jacobian ),,,,( 3zz zyx 2
 

Jacobian  ),,( zyx                               Modified Jacobian ),,,( 4az zyx  

The equations for conversion from Chudnovsky Jacobian and modified Jacobian coordinates 

to any of the other coordinate system are the same as those for Jacobian coordinates. The 

number of operations required for each of these conversions between coordinate systems is 

shown in the following table 4.2.  

Table 4. 2 Cost of Conversion To and From Various Coordinate Systems [4] 

From /To Affine Projective Jacobian Chudnovsky Modified 

Affine - - - - - 

Projective 2M+I - 2M+S 3M+S 3M+2S 

Jacobian 3M+S+I 2M+S - M+S 1M+2S 

Chudnovsky 3M+S+I 1M - - 1M+1S 

Modified 3M+S+I 2M+S - M+S - 

 

* M=Multiplication, I=Inversion, S=squaring 

From the above table it is clear that conversion from affine coordinate is very efficient 

because the conversion only consists of setting all of the 
32 ,, zzz coordinates to 1 and        

4az coordinates to a .  
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On the other hand conversion to affine coordinate from any other coordinate system is 

inefficient because of the inversion involved.  

Conversion to or from projective coordinates is mostly less efficient than converting between 

the Jacobian variant coordinates systems.  

Conversion among the three Jacobian variants are the most efficient, and this thesis 

recommends use of them to provide the fastest mixed coordinates scalar multiplication 

algorithm for WSN platform. 

The table 4.3 adopted from [24] gives cost of point doublings and point addition for various 

mixed coordinate system. In this table notation 321 CCC   is used. The points to be added 

are given as 21 ,CC  and their sum is 3C . For e.g. mJAA  means, both the inputs are in 

affine coordinate and the output is in modified Jacobian coordinate. We can notice from the 

Table 4.3 that Jacobian coordinates yield the fastest point doubling , while mixed Jacobian –

affine coordinates yield the fastest point addition [24]. As the table itself is self explanatory, 

this research does not feel any need for any practical implementations on WSN platform for 

verification of point doubling and point addition cost in various mixed coordinate system. 
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                                                                    Table 4. 3 Cost of Operations In Mixed Coordinates [24] 

Point Doubling Point Addition 

Operation Cost Operation Cost 

P2  7M + 5S mm JJ   
13M+6S 

cJ2  
5M + 6S mcm JJJ   

12M+5S 

J2  4M + 6S mc JJJ   
12M+5S 

cm JJ 2  
4M + 5S JJ   12M+4S 

mJ2  
4M + 4S PP   12M+2S 

cJA 2  
3M + 5S mcc JJJ   

11M+4S 

JJ m 2  
3M + 4S cc JJ   

11M+3S 

mJA 2  
3M + 4S JJJ c   

11M+3S 

JA 2  
2M + 4S JJJ cc   

10M+2S 

- - mJAJ   
9M+5S 

- - mm JAJ   
9M+5S 

- - mc JAJ   
8M+4S 

- - cc JAJ   
8M+3S 

- - JAJ   
8M+3S 

- - JAJ m   
8M+3S 

- - mJAA   
5M+4S 

- - cJAA   
5M+3S 

A2  I + 2M  + 2S AA  I+2M+S 
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Example: Elliptical point in various coordinate systems 

 Let us assume 2781132: 32  xxyE . 

Let P (1120, 1391) and Q (894, 1425) are two affine points on E. These points in various coordinate 

systems can be represented as Table 4.4. 

Table 4. 4 Representation of Point in Various Coordinate Systems[24] 

System Equation P Q 

A  278113232  xxy  (1120,1391) (894,1425) 

p  3232 2781132 zxzxzy   (450 : 541 : 1449) (1774 : 986 :1530) 

J  6432 2781132 zxzxy   (1213 : 408: 601) (1623 :504: 1559) 

CJ  - (1213, 408, 601,661,667) (1623,504,1559,842,713) 

MJ  - (1213,408,601,1794) (1623,504,1559,1232) 

 

4.3 Implementation on MIRACL crypto Library  
 

As a matter of further investigation, this research implemented ECDH and ECDSA protocols 

on MIRCAL crypto library only to show that modular inversion operation is expensive and 

must be avoided to accelerate the scalar multiplication process while choosing coordinate 

systems. ECDH and ECDSA protocols are important for authentication of nodes and pair 

wise key establishments in WSN security. Two coordinate system namely affine and 

projective were used to investigate effect of modular inversion operation on the execution 

time of these protocols. The experiments were performed on Intel Pentium IV processor 

working on 1.8 GHz of frequency and 768 MB of RAM. NIST recommended curves were 
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referred for the same with prime and binary field for various key sizes. It has been found that 

due to absence of modular inversion operation for point doubling and addition operation, 

projective coordinates offers better results than affine coordinate system. The results are 

given in Table 4.5. The graphical comparison is shown in Figure 4.1.The actual output 

windows are attached as an Appendix B with this thesis. The y-axis of Figure 4.1 uses 

logarithmic scale. 

Table 4. 5 Comparison of Projective and Affine Coordinate for ECDH and ECDSA Protocol for WSN  
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Projective Coordinate Affine Coordinate

 

Figure 4. 1 Evaluation of Coordinate System for ECDH and ECDSA protocol on MIRACL Crypto Library 

Sr. No Parameter Projective Coordinates (ms) 

Time in ms. 

Affine Coordinates (ms) 

Time in ms 
1 160 Bits )(pGF  8.06 21.23 

2 192 Bits )(pGF  10.22 29.72 

3 224 Bits )(pGF  12.56 38.02 

4 256 Bits )(pGF  15.55 49.33 

5 163 Bits )2( mGF  13.25 12.30 

6 233 Bits )2( mGF  24.27 27.40 

7 283 Bits )2( mGF  36.81 41.73 

8 571 Bits )2( mGF  189.26 253.50 
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4.4 Summary  

There are many choices of coordinate’s representations and these have a significant impact on the 

computational cost of cryptographic protocols like ECDH, ECDSA. Table 4.3 shows the cost of 

computations for various mixed coordinates.  

Based on Table 4.3  and various results obtained on MIRACL, this thesis recommends AJM  

coordinate system with one input in affine coordinate and other in Jacobian coordinate with output in 

Modified Jacobian coordinate for point addition algorithm. This coordinate system will offer best 

results if the constant 3a  chosen. (All curves used in MIRACL are having value of  3a   for 

this reason. The list of the NIST curves is given in the Appendix A of the thesis). One of the input is 

chosen in affine coordinate because of the faster implementations available and because fewer 

variables were required in this case.  

For point doubling algorithm, this thesis recommends Modified Jacobian MM  or Mixed Jacobian 

MJ coordinate system. Experiments carried out on MIRACL crypto library clearly indicate that 

modular inversion is the costly operation for WSN and it has to be avoided in any case. 

AJM , MM and MJ coordinate system do not use any modular inversion operation . Also 

conversions among three Jacobian variants are most efficient. All these circumstances leads 

to better performance on WSN node while implementing the ECDH and ECDSA protocols.  

Other method for attempting to speed up the EC computations on WSN platform is to transform the 

base point of curve from affine coordinate to projective coordinate. The use of projective coordinate 

will eliminate the use of modular inversion operation. But in this case , one modular inversion will be 

needed at the end to convert final result back to affine coordinate system.(Please refer Table 4.2) 

Although, mixed coordinates,  
mJAA  ,

cJAA  looks very fast, these methods are not 

very useful for WSN scalar multiplication process. Because scalar multiplication consists of 

repeated additions and doublings and the output of an addition or doublings is never in affine 
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coordinates for an efficient algorithm. In order to use mJAA  and 
cJAA  operations 

in scalar multiplication, the input point must be converted to affine coordinates. This requires 

inversion and makes scalar multiplication algorithm computationally intense.  

Doing two in one scalar multiplication ( QkPk 21  ) process which is always referred in literature as 

Shamir’s trick [25] will improve the signature verification time for ECDSA algorithm. The results 

obtained for Shamir’s trick on MIRACL library are given in the Appendix B of the thesis for 

verification of signature process. The Shamir’s trick has been discussed thoroughly in Chapter 6.  

The performance of AJM , MM and MJ coordinate system can also enhanced by use of signed 

digit (SD) recoding method. This thesis proposes One’s complement Subtraction (OCS) Method for 

signed digit recoding of scalar and is discussed at length in the next chapter 5. 
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Chapter 5   One’s Complement Subtraction (OCS) algorithm proposed 

for Recoding of Integer on WSN Platform 
 

 

 5.1 Introduction  

 

The ECC offers various advantages as compared to other conventional PKC techniques such 

as RSA [6], DSA ,DH[22]  and so far there is a lack of sub exponential attack on ECC. The 

best known algorithm for solving ECDLP , takes the fully exponential time and for solving 

factorial algorithms like  RSA and DH takes sub exponential time [19]. ECC offers the same 

level of security with smaller key size and it also leads to the better performance in limited 

environments like mobile phones, PDA, WSN [78]. The standard bodies such as IEEE, NIST, 

IETF and ISO has already endorsed ECC as an alternative and efficient public key 

cryptosystem. 

While implementing ECC on WSN, the main operations such as key agreement, signature 

generations, signing and verifications involve scalar multiplication. The optimization of 

scalar multiplication process is very necessary as WSN consists of thousands of nodes 

communicating with each other with limited resources. Compared to traditional networks, 

WSN has many resource constraints.  The MICA2 node  [55] which is the basic unit of sensor 

network  consists of an 8 bit microcontroller [79] working on 7.3 MHz frequency. As a result 

MICA2 nodes have limited computational power. Normally radio transceiver of MICA motes 

can achieve maximum data rate of 250 Kbits/sec which puts a limitation on the 

communication resources. The flash memory which is available on the MICA mote is only 
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512 Kbyte. Apart from these the battery which is available on the board is of 3.3.V with 2A-

Hr capacity. Due to the above limitations scalar multiplication takes long time to execute on 

the wireless sensor node.   

This chapter proposes a novel algorithm called ‘one’s complement subtraction’ (OCS) for 

recoding of integer in scalar multiplication process which will improve the performance of 

ECC on wireless sensor networks. Next subsection gives Elliptical Curve Diffie Hellman 

(ECDH) protocol [22] which makes use of scalar multiplication operation to calculate the 

public keys. 

5.2 ECDH Protocol Implemented on WSN to Achieve Data Confidentiality 
    

             

 

Figure 5. 1 ECDH Protocol Implemented on WSN 

As shown in figure 5.1, Node A and Node B agrees on a particular curve E  with base point 

G . They generate their public keys ba QQ ,  by multiplying G  with their private keys namely 

a  and b  . After sharing public keys they generate the shared secret key by multiplying 

public keys by their private keys. The shared secret key calculated by Node A and Node B 

are Gba **  and Gab **  respectively. With the known values of ba QQ ,  and G  , it is 

computationally intractable for an eavesdropper to calculate  a  and b  which are the private 

keys of Node A and Node B.  As a result, adversaries cannot figure out the shared secret key. 
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In this protocol the operation of multiplying G  by integers a  and b is called as scalar 

multiplication and is the most time consuming operation while implementing ECC on WSN 

networks. Gura et.al [13] showed that 85% of execution time is spent on scalar multiplication 

operation. The scalar multiplication is given by the formula,    

  
times a

GGGGaQ  .........][

    Equation 5.1

 

where G  is a base point, and a  is  positive  integer in the range )(1 Porda   As shown in 

the equation V.I, scalar multiplication is done by successive point doubling and point 

addition operations. For some of the cryptographic protocols, G  is a fixed point that 

generates a large prime order subgroup of  )( qFE , while for others G  is dynamic  point in 

such a subgroup. The strength of the cryptosystem lies in the fact that given the curve, the 

point  G  and Ga][ , it is hard to recover a . This is called the Elliptic Curve Discrete 

Logarithm Problem (ECDLP) and the computation Ga][  referred as scalar multiplication. 

Operational efficiency of scalar multiplications is depends on the Hamming weight of a  

which is recoded in the form of ‘0’ and ‘1’.The following section will take overview of 

existing recoding algorithms of scalar a . The number of point doubling and point additions 

in scalar multiplication depends on the recoding of integer a . Expressing integer a  in binary 

format highlight this dependency.  The number of ‘0’ and number of ‘1’ in the binary form, 

their places and the total number of bit affects computational cost of scalar multiplications. 

The Hamming weight i.e. the number of non zero elements, determines the number of point 

additions and bit length of integer a  determines the number of point doublings operations in 

scalar multiplication. 
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5.3 The Existing Methods of Integer Recoding 

5.3.1 Binary Method 

 

 This is the oldest method [80] in which  the integer k is represented in binary form as 

 

.1,,.........3,2,1,0

,1,0k

  1 

..........22

i

1

01

2

2

1

1




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
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nn

andkwhere
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 That is }1,0{,2
1

0




 jj

j

j kkk


.The Binary method [81]scans the bits of k  either from left-

to-right or right-to-left. The binary method for the computation of scalar multiplication is  

given in the  Algorithm 5.1 and 5.2. Algorithm 5.1 processes bits of  k from left to right and 

Algorithm 5.2 processes bits from right to left.  

Algorithm 5. 1 Left to Right Binary Method 

Algorithm 5.1 Left to Right Binary Method 

Q. 2.Return

PQQ Thenk If 1.2  

2Q,Q 1.1  

do, 0 to 1-j ForQ

kPQOutput

kkk intger bit  anFEPPoInput

j

j

1-

j

j

jq









 


,1

..1

:

}1,0{,2),(int:
0




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Algorithm 5. 2 Right to Left Binary Method 

Algorithm 5.2 Right to Left Binary Method 
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Q.2.Return   

,2 1.2  

PQQ ,1k If 1.1  

do,  1-    to0j ..1

:

}1,0{,2kkintger bit   ),(int:

j

1-

0

j

PP

Then

ForQ

kPQOutput

kanFEPPoInput j

j

j

q









 







 

 

The cost of multiplication in binary method depends on the number of non zero elements and 

length of the binary representation of k .If the MSB of binary representation is 1  ,then this 

method requires )1( l  point doublings and )1( w  where l  is the length of the binary 

expansion and w is the Hamming weight of the k that is the number of non zero elements in 

expansion. For example if 20)1101111110(1788 k , it will require 7181 w   point 

additions and 101111 l  point doublings operations. 

The expected number of non zero elements in the binary representations of k is 2/l ,therefore 

expected running time of algorithm 5.1 is approximately 2/l point additions and l  point 

doublings denoted by, lDAl 2/ where DA,  indicates point addition and doublings 

respectively. 

Let ISM ,, denotes field multiplication, field squaring and field inversion respectively .If 

Affine coordinates are used ,then the running time expressed in terms of filed operation is  

 I 1.5M 3 5.2 llSl   if the field )( qFE is  greater than 3 and, 
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I 1.5M 3 ll   if the field )( qFE is  binary. 

Whenever the bit is 1, two elliptical curve operations namely point addition and point  

doubling will be required and when the bit is 0, only point doubling operation is required. So 

if recoding method reduces number of 1 in integer recoding, it will reduce the number of 

addition operations and will speed up scalar multiplication process. 

5.5.2 Signed Digit Representation Recoding  

A.D.Booth  [82]  proposed in 1951  a new scalar representation called signed binary method 

and Rietweisner  [83] proved that every integer can be represented in this way. The next 

section gives more details about this NAF recoding method. 

5.5.3Non Adjacent Form ( NAF) method 

 

If qq FyxxPFEyxP  if ),( then)(),(  is a binary field, and ),( yxP  if qF has 

characteristic greater than 3 .Thus subtraction of points on an elliptical curve is just as 

efficient as addition. This facilitates using a signed digit representations in which integer 

 1,0 ,21

0  

 i

i

i

l

i kwherekk . When signed digit representation has no adjacent non zero 

digits, i.e.it is called non-adjacent from (NAF) . 

Definition: A non adjacent form (NAF) of a positive integer k  is an expression 

 1,0 ,21

0  

 i

i

i

l

i kwherekk , ,01 lk and no two consecutive digits ik are non zero. The 

length of the NAF is l . 

Theorem: The properties of NAF for integer k with the length l may be summarized as per 

below- 

1. k  has unique NAF denoted by NAF( k ). 

2. NAF( k ) has the fewest non zero digits of any signed digit representations of k . 
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3. The length of the NAF( k ) is at most one more than the length of the binary 

representation of  k . 

4. If the length of NAF( k ) is l , then 3/23/2 1 ll k . 

5.The average density of nonzero digits among all NAFs of length l is approximately 3/1 . 

NAF( k ) can be efficiently computed using following Algorithm 5.2. The digits of NAF( k ) 

are generated by repeatedly dividing k  by 2, allowing remainders of 1or  0  .If k is odd , 

then the remainder  1 ,1r is chosen so that the quotient 2/)( rk  is even –this ensures 

that the next NAF digit is 0 . 

Algorithm 5. 3Computing the NAF of a positive integer 

Algorithm 5.2 Computing the NAF of a positive integer  

Input: A positive integer k . 

Output: NAF( k ). 

).,,........,,( Re.3
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Algorithm 5.3 modifies the left to right binary method for point multiplication by using 

NAF( k ) instead of the binary representation of k and is called as addition-subtraction 
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method. The expected running time of Algorithm 5.3 is approximately lDAl 3/ where 

DA, indicates point addition and doubling respectively. Point addition and point subtraction 

requires the same timings and therefore shown as only point addition in estimating time.NAF 

method reduces the Hamming weight of integer from 3/   2/ ltol . 

Algorithm 5. 4Binary NAF method for point multiplication 

Algorithm 5.3 Binary NAF Method for point multiplication 
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The following Algorithm 5.2 computes the converts binary number to NAF. 

Algorithm 5. 5 Conversion from Binary to NAF 

Algorithm 5.2 Conversion from Binary to NAF 
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NAF has usually fewer non zero digits than binary representations. The average hamming 

weight for NAF form is 3/)1( n [84, 85].So generally it requires )1( n point doublings and 

3/)1( n point additions.  

5.3.4 Mutual Opposite Form (MOF) Method 

 

This method was proposed by Okeya  [86] which scans bits from  left to right and  eliminates 

the need of  storing the multiplier in advance. In MOF recoding signs of adjacent non zero 

bits are opposite. The MSB and LSB non zero bits are 1 and -1 respectively. Any positive 

integer can be represented by unique MOF. 

The n -bit binary string k  is converted in to a signed binary string  by computing 

kkmk  2 where minus sign indicated bitwise subtraction. The conversion of MOF 

recoding of an integer is highly flexible because the conversion can be made either from right 

to left or left to right. The output of MOF is same as output of NAF. Algorithm 5.6 explains 

processing from binary to MOF recoding method. 
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Algorithm 5. 6 Left to Right Processing from Binary to MOF 

Algorithm 5.6 Left to Right processing from Binary to MOF 

Input: n-bit binary string 
0121 ....... ddddd nn   

Output: MOF  
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5.6 Proposed One’s Complement Subtraction (OCS) Algorithm for Recoding 

of Scalar k  

 

The concept of subtraction by utilization of complements is referred in literature since long 

time [87]. As subtraction by complement is performed in a manner that appears as addition, it 

permits the use of greatly simplified electronics circuits and is consequently very important in 

applied computation. A circuit whose only requirement is to perform addition is considerably 

simpler. Ideally, circuit should be as simple as addition circuit but capable of performing both 

addition and subtraction. This ideal situation is approached by performing subtraction by a 

special technique, i.e. addition of numerical complements. This section deals with the manner 

in which the complementary technique can be utilized in the decimal and binary system and 

then its use as recoding scalar with minimum Hamming weight in our proposed algorithms 

for WSN.  

5.6.1 The 10’s complement  
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The 10’s complement of any number can be found by  

 

kC a  1010  

Where,  

10C =10’s complement of any number N . 

k = Number whose complement is to found. 

a =Number of digits that can be handled by microcontroller. 

Example 5.1: Subtract 240 from 380 by use of the 10’s complement method. Assume 10 

digits can be handled. 

Solution: Find the 10’s complement of 240. 

2401010  aC  

09999999976                  

-----------                  

240                -                

01000000000                  

 

In order to facilitate the addition process, the desired numbers of 0’s are tacked in front of the 

minuend (380). Now adding to obtain the remainder, 

                                                             

Remainder 01000000014                                                                 

-------------------                                                                 

Subtrahend 9999999760 +                                                              

Minuend  0000000380                                                                 
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Notice the digit 1 in the 11
th

 position. This indicates that the sum is positive. Since the sum is 

positive, the answer is 140.  

If the sum is negative, in that case determine the 10’s complement of the remainder and 

attach negative sign to it. That will be the answer. 

The rules for subtraction by utilization of 10’s complement can be summarized as per below- 

1. Determine the 10’s complement of the subtrahend. 

2. Find the sum of the minuend and the 10’s complement of the subtrahend. 

3. If the sum has digit remainder as shown in the above example, the reminder is positive 

and the process is completed.  

4. If there is no digit remainder, determine the 10’s complement of the remainder, and 

attach negative sign to it. 

6.5.2 The 9’s Complement                                               
                  

The 9’s complement of any number can be found by 

kC a  )110(9  

Where   9C =9’s complement of the number N . 

               k =Number whose compliment is to be found. 

                a =Number of digits to be carried out in the complementing process. 

Example 5.2: Determine the 9’c complement of 270. Assume that 10 digits can be handled 

by the computer. 

Solution:                        270)110(9  aC  

Step 1                           

9999999999                                          

                                        -------------                                       

1                         -                                   

01000000000                                         
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Step2                                  .9999999729 = 270- 9999999999 =C 9   

Therefore the .9999999729 is 270 of  C9  

6.5.3 Binary Subtraction By Utilization of  2’s Complement 
 

The rules for subtraction by use of 2’s complement are identical to those used in the 10’s 

complement process examined in the previous sections. Example 5.3 illustrates this for case 

in which the remainder is positive, while example 5.4 depicts subtraction where a negative 

remainder results.  

Example 5.3: Subtract 0001110110  from 1101001011  by use of the 2’s complement. Ten 

digits are to be used. 

Solution: 

Step 1:  Find the 2’s complement of the subtrahend.  

C2  =  1110001010                    

-------------                   

0001110110  -                  

01000000000     =210

 

 

    Step 2: Add the 2’s complement of the subtrahend to the minuend using the rules of binary   

               addition.      
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10110101011  

-------------

1110001010 +

1101001011   

-

 

Since the digit reminder is 1, the existing remainder is positive. Therefore 1011010101  is the 

remainder. 

Checking the results by converting the binary quantities in to their decimal equivalent and 

subtracting, 

                              

725 Decimal = 1011010101Binary                                

118 Decimal= 0001110110Binary                                

843 Decimal =1101001011Binary                                

  

And subtracting directly in decimal, 

725 

-----

118-

843  

 

 

Example 5.4 Subtract 11011 from 10010  by utilization of the 2’s complement technique. 

Assume the use of 10 digits. 

Step 1: find the 2’s complement of the subtrahend.  
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C2 =   1111100101                     

-----------------------

0000011011  -                  

01000000000     =210

 

     Step 2: Add the 2’s complement of the subtrahend to the minuend using the rules of binary      

                addition.  

0111111011               

-------------------

1111100101 +            

0000010010               

 

 

Since the digit remainder is 0, the existing remainder must be recomplemented. 

Step 3: Recomplement the remainder 111111011. 

0000001001                     

-----------------------

1111110111  -                  

01000000000     =210

 

Therefore the remainder is -1001. 

Checking the decimal, 

9-      =    01001-

----------------

27    = 11011-

18    = 10010  
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6.5.4 Binary Subtraction by Utilization of 1’s Complement  
 

A subtraction by utilization of the 1’s complement is most common in binary arithmetic. The 

1’s complement of any binary number may be found by the following equation [88]: 

.)12(1 kC a                ( I) 

             Where, 1C  = 1’s complement of the binary number. 

                a  = number of bits of k  in terms of binary form. 

               k  = Integer in binary form. 

In the case where computer will handle 10 digits : 

.)12( 10

1 kC   

Note that  

kC 





1111111111

, Therefore

1111111111           

      

0000000001   -       

010000000002

1

10

 

Notice that each digit of the binary number k is subtracted from 1. Recalling the rules for 

direct subtraction, 

011

101




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Examination of these two rules indicates that subtracting the digit from 1 actually changes 

the original digit. In effect, then, the 1’s complement of any number can be obtained by 

changing all the 1s to 0s and all 0s to 1s. Microcontroller of WSN node can perform the 1’s 

complement of conversion by use of inverter circuit or instruction COM. The inverter circuit 

‘flips’ the signal from 0 input to 1 output or vice versa. 

Subtraction by the 1’s complement technique is performed by the following steps: 

1. Determine the 1’s complement of the subtrahend. 

2. Add the 1’s complement of the subtrahend to the minuend. 

3. Perform the end around carry. If a 1 is involved in this process, the final remainder 

has been obtained. If a 0 is involved, proceed to step 4. 

4. When the end around carry is with a 0, recomplement the remainder. This 

recomplemented remainder with a minus sign in front of it is final answer. 

A close observation of the equation (I) reveals the fact that any positive integer k can be 

represented by using minimal non zero bits in its 1’s complement form provided that it is 

having minimum of 50% Hamming weight.  

The equation (I) can be modified as per below- 

)....().........12( 1 IICk a   

For example, let us take  k   = 1788  

k = (11011111100)2 in its binary form  



108 

 

1C = 1’s Complement of the number of k = (00100000011)2   

Number of bits of k in binary form, a  = 11  

After putting all the above values in the equation II we will get,  

 11001000000121788 11   ,   this can be reduced to,              

1100100000010010000000001788   

)110010000001(0010000000001788   

)00010000010(0010000000001788   

Now apply only bitwise subtraction rule of 


 110 . 

425620481788

)...(..........0010000011001788






III

 

 As evident from equation III the Hamming weight of integer k  has reduced from 8 to 3 

which will save 5 elliptic curve addition operations. One addition operation requires 2 

Squaring, 2 Multiplication and 1 inverse operation.  In this case total 6 Squaring, 6 

Multiplication and 3 Inverse operations will be saved. The proposed method of One’s 

Complement Subtraction (OCS) has given in the algorithm 5.2. OCS combined with sliding 

window method gives very good optimization results as compared to binary method. 

 

 

 

 



 

109 

 

 

Algorithm 5.2 OCS algorithm proposed for recoding positive integer in WSN 

Input: A positive integer 10)(k . 

Output: OCR of }1,0{,2)(
0

2 


kkk
l

i

j

i . 

.1)( 2)( 3.

0.)(  1)(

 1)(  0 )(

   )(  .2

.0 }.1,0{,2)(  

)()( .1

2

22

22

2

1

1

0

2

210



























kkObtain

kifk

andk ifk

replacingbykObtain

kAlsokkkWhere

kk Convert

l

OCR

ii

ii

l

l

i

j

i

 

 

The OCS work further modified to TCS algorithm which is more computational friendly with 

WSN node using 8 bit microcontroller At mega 128Lwas developed and presented below. 

 

 

6.5.5 Proposed TCS algorithm 
 

Algorithm 5.2 TCS algorithm for a positive integer  

Input: A positive integer in the TCS forms TCS }1,0{,2)(
0

2 


kkk
l

i

j

i . 10)(k . 
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Output: TCS = 1

2 2)(2  ll k . 

])(2[2 ).(4

])(   '2[2 ).(3

]1)[(2)( .2

.1)( 2)(1

:Proof

2

2

2

2

kk

kofcomplmentsk

kk

kk 

ll

TCS

l

OCS

l

OCS

l

OCS













 

 

5.7 Performance Evaluation of OCS algorithm on MATLAB 
 

The following table gives performance evaluation of proposed method on MATLAB. The 

table also gives execution time for other methods namely Binary method , Non Adjacent 

Form (NAF) method , the Mutual Opposite Form (MOF) method for the same key sizes. We 

implemented our proposed new method on Intel P4 dual core processor with 1.8 GHz speed 

and 768 MB memory with MATLAB software. The MATLAB code for all the 4 methods is 

given below- 
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Figure 5. 2 MATLAB code for Decimal to Binary Conversion 

Form the table we find that our proposed method takes least time as compared to other known 

recoding methods. 
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Figure 5. 3 MATLAB Code For Decimal to MOF Form 
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Figure 5. 4 MATLAB Code For Decimal To NAF Form 
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Figure 5. 5 MATLAB code for OCS Algorithm 
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Figure 5. 6 MATLAB code for TCS algorithm 
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                                       Table 5. 1 Comparison of OCS with other methods on MATLAB 

Bit Size Binary Method NAF method MOF Method OCS Method 

26 17.12 15.80 13.80 11.7 

36 20.12 19.42 17.7 15.10 

43 23.00 22.00 19.28 17.28 

52 25.90 23.20 20.20 19.35 

Binary Method NAF method MOF Method OCS Method

26  Bits

36  Bits

43  Bits

52  Bits

 

                                        Figure 5. 7 Comparison of OCS with other algorithms on MATLAB 
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5.8 Summary 
 

The positive integer in point multiplication can be recoded with one’ complement subtraction 

(OCS) to reduce the computational cost involved in this heavy mathematical operation for 

WSN platform. The window size may be a subject of trade off between the available RAM 

and ROM at that particular instance on sensor node. As NAF method involves modular 

operations to get the NAF of binary number, the OCS and TCS can provide a very simple 

way of recoding integer. 

 

 

 

 

 

 

 

 

 

 



118 

 

 

Chapter 6 Proposed Window OCS Algorithm for Prevention of SPA in 

WSN 
 

 

6.1 Introduction 

All ECC protocols are based on point addition and point doubling operations .These two 

operations requires different power and execution time on WSN node. In binary method of 

scalar multiplication, point addition always corresponds to 1 and point doubling corresponds 

to 0.The private key of the WSN node is recoded in the form of 1 and 0, while doing scalar 

multiplication. All these knowledge in the public domain provides sufficient side channel 

leakage at lower levels to the attacker to know the entire key in the sequence of 1 and 0 by 

analyzing power consumption of microcontroller and time required for execution on WSN 

node for particular cryptographic routine as shown in Figure 6.1. These types of attacks are 

not theoretical and can be carried out with instruments such as power oscilloscopes to 

measure the power consumption of sensor nodes while implementing cryptographic 

algorithm. Figure 6.2 shows setup of SPA attack. 
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Figure 6. 1 Power traces revealing value of private key of the WSN node [63] 

 

Figure 6. 2Block diagram of SPA setup 

As shown in figure 6.1 point doubling and point addition power spikes are distinguishable 

from each other. Next section gives detailed analysis of basic building block of 

microcontroller i.e. CMOS inverter circuit to understand the nature of power analysis attacks. 

 

        

6.2 Overview of side channel attacks on WSN node 

There are several method available for obtaining the side channel information in order to find 

the secret key in ECC. This chapter deals with only SPA, however several other methods of 

attack are also briefly summarized here for completeness.  
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6.2.1 CMOS Inverter Circuit and Simple Power Analysis 

 

 

Figure 6. 3CMOS Logic Inverter Circuit 

CMOS inverter circuit consists of two transistors namely P-channel and N-channel that 

serves as semiconductor switches and turns on or off depending on the input voltage inV . The 

input to the transistor may be at logic 1 or logic 0 . Logic 1 is called the high voltage signal 

and logic 0 is called low voltage signal. If the inV  is at logic 1, then P-channel transistor is 

non conducting and N- channel transistor is conducting. In this case there current will flow 

from output to the ground and output voltage will be logic 0  or equal to ground voltage. If 

the inV  is at low voltage signal in that case P-channel transistor is conducting and N-channel 

is non conducting and the supply voltage ddV  will appear at the output terminal and output 

will be  will be high i.e. logic 1.So this invert circuit gives output  1 if the input is 0  and vice 

versa.  

The power consumption of the above circuit during each clock cycle can be measured by 

placing a standard resistor of value 1   value in series with supply voltage ddV . This power 

depends on the instruction being executed and someone can plot a power trace, which shows 

power consumed by device during each clock cycle.  
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The hypothesis behind power analysis attacks is that the power traces are always correlated 

to the instructions the microprocessor is executing as well as the value of the operands it is 

manipulating [57].  

Therefore, examinations of the power traces can reveal information about the instructions 

being executed and contents of the data registers. In the case that the device is executing as 

secret key cryptographic operation, it may be possible to deuce the secret key. The figure 6.4 

shows set up of SPA in WSN. 

                        

Several authors have proposed unified code to avoid this weakness which eliminates the 

timing differences of point addition and point doubling operations. Unfortunately these 

techniques are difficult to implement on sensor nodes due to limited memory and 

computational power. This research proposes an innovative algorithm which is light weight 

and can be implemented at physical layer of wireless sensor nodes to avoid any information 

leakage. 

Simple power analysis (SPA)  attacks were proposed by[89] .A more sophisticated use of 

SPA were proposed by [90, 91] where the attacker examines the Hamming weight of the 

positive integer by measuring height of the power trace at a point during scalar multiplication 

process. By observing hamming weight of private key it is possible to determine the private 

key used by WSN node. 
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Figure 6. 4Example of Power Consumption Information Leakage [90] 

6.2.2 Enhanced Simple Power Analysis  

In scalar multiplication if the integer is recoded with signed binary digits, addition subtraction 

method is used to generate the public key.[92] proposed enhanced SPA which makes use of 

Markov Chain to predict the bits of the private key  which have caused particular pattern of 

point additions and doublings operation. This method can also be applied to randomized 

addition-subtractions chain models. 

6.2.3 Differential Power Analysis  

These attacks were proposed by [89] .These attacks uses a statically analysis of power signals 

from many scalar multiplication process to examine the similarity and differences between 

these power traces. These similarities and differences are due to various values of data, 

operands and register addresses used during programming. This information is then 

manipulated to reveal the secret key of the node. 

Various counter measures are available in literature for DPA. These counter measures 

includes, 

1.Randamization of the private key of the node.  

2.Use of addition mask. 
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3.Use of exponent splitting.  

4.Overlaping window method. 

5.randomised table window method. 

6.Hybrid overlapping and randomized table window method. 

7.Perturbation point. 

8.Point of small order as a perturbation point. 

9.Randomized projective or Jacobian coordinates. 

10.Randomized Isomorphic Curve or field 

11.Scalar Multiplication Algorithms Randomization 

The wireless sensor nodes like IMOTE2 , MICAz [21] are manufactured by using CMOS 

(Complementary Metal Oxide Semiconductor) technology in which the basic building block 

is the inverter or NOT gate as depicted in Figure 7.1. 

6.2.4 Electro magnetic Analysis  

 

The flow of current through CMOS device also induces electromagnetic radiations. This EM signal 

can be collected by placing sensor close to the device. As with power analysis attacks, one can now 

analyze the EM signal to reveal the secret key. Simple Electro Magnetic Analysis, Differential Electro 

Magnetic Analysis can be launched. As with power analysis counter measures for these attacks could 

be hardware based, for e.g. use of metal layer or circuit designing etc. 
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6.2.5 Fault and Timings Attacks 

 

Fault attacks are always carried out by feeding invalid input or causing fault during as 

computation by the microcontroller of WSN node. The output of the microcontroller in such 

circumstances can reveal the information about the key. Timings attacks work when an 

operation using secret key does not run in the constant time  and the time taken is correlated 

to the value of the secret key. 

6.3 Overview of Existing SPA counter Measures   

 

There are two standard approaches against SPA attacks: first one is use of dummy operations 

and second one is use of identical formulae. Both approach attempts to make the power traces 

of the two group operations (addition and doubling) indistinguishable [30]. The first approach 

consists in adding extra or “dummy” operations in the addition and doubling algorithms 

where the sequences of operations differ. In the second approach the same sequence of 

operations will be repeated independent of scalar, so they will appear identical to SPA 

attacks. The first approach will increase the code size and will put microcontroller in idle 

time where as second approach will increase the cost of scalar multiplication algorithm. 

Although dummy operation  is a very simple countermeasure to implement, it is not always 

safe: If the secret key is used multiple times, dummy operations can be revealed by adaptive 

fault analysis, and further countermeasures are required to prevent this attack [30]. 

The second approach consists in rewriting the two group operations into a unified formula. 

Since both operations will then use the same set of operations, the two operations will have 

the same power trace. Unified formulae tend to be more costly to use than dummy operations, 

but they prevent adaptive fault analysis (but not DPA). The main disadvantage of unified 

formulas is that they are group specific  and so far they have only been developed for elliptic 

curves. The following section gives various counter measures available for SPA in the 

literature.  
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6.3.1 Double and Add Always 

This method modifies binary method slightly to achieve resistance against SPA. Instead of performing 

A point addition when the next bit of the integer k is 1, this algorithm performs an addition in each 

iteration of the loop and discards the results of those additions which are irrelevant. This prevents 

SPA because the pattern of additions and doublings is the same for all scalar multiplications and does 

not reveal the integer used. 

Algorithm 6. 1 SPA Resistant Double and Add Always Method 

Algorithm 6.1 SPA Resistant Double and Always Method 

)(Q2.Return 

Q 1.3  

PQQ 1.2  

,2QQ 1.1  

do, 0  to1-j ..1

:

}1,0{,2kkintger bit   ),(int:

0

0

01

00

1-

0

j

ik

j

j

j

q

Q

ForQ

kPQOutput

kanFEPPoInput











 







 

 

6.3.2 Montgomery Ladder 

 

A Montgomery ladder [26] can be used to resist SPA because it performs a double and add in 

every loop, in a similar fashion to the double and add always countermeasures. A 

Montgomery ladder does not use any dummy operations. The method was originally 

proposed for use with Montgomery curves, since it allowed a fast point addition algorithm 
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which did not require the use of the y-coordinate on these curves. A version of the 

Montegomery ladder which was described in [26] is as shown below- 

Algorithm 6. 2 Montegomery Ladder to avoid SPA [26] 

Algorithm 6.2 Montegomery Ladder to avoid SPA 

Let 011......... kkkk u be the secret integer and suppose we need to find ][Pk . 

Let PP 1 , PP ]2[0  . 

For i from 2u down to 0 do: 

        

ii kk

j

i

PP

PPP

kj

]2[

1

10







 

Return 1P  

A method for finding the addition and doubling required by Montgomery’s ladder without 

using the y-coordinate of the points for any elliptic curve has been proposed by [93].  

6.3.3  Identical formulae for point addition and doublings 

 

[93] proposed a new method in which point doubling and point addition will have the same 

formulae for any curve over prime field without using Montgomery ladders. Formulae for 

addition and doubling in both affine and projective coordinates have been provided. 

The other methods to avoid SPA attacks includes universal exponentiation algorithm,  

randomized addition and subtraction chain, non deterministic right to left method with pre 

computations. All these methods which are suggested in literatures are either increasing 

computational cost or putting more stress on the memory usages to avoid SPA attacks. As 

seen in first few chapters the major objective of this research is to reduce the computational 

cost and memory usages for WSN and makes these counter measures heavy weight for them. 
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6.4 Proposed Window OCS method to avoid SPA in WSN 
 

Our proposed algorithm is based on a window principle in which point doubling and addition 

operations will be performed at a consistent sequence independent of scalar. The fixed 

window method which is sometimes referred as m-ary method satisfies this requirement of 

consistency of point addition and doubling operation which is independent of scalar. The 

proposed window OCS method is a variant of window method in which the scalar k  is 

represented in the OCS from by use of algorithm 5.2, chapter 5 of the thesis. The use of 

window method as countermeasure against SPA was initially proposed by Bodo Moller [27]. 

Our algorithm is different from Bodo’s algorithm because it uses different encoding method 

for scalar than Bodo’s method. The proposed algorithm based on windowing principle is 

effective method on WSN platform as this method do not use any dummy operations and does 

not limit to particular family of curves and thus can be implemented on any NIST curves.  

Proposed window OCS method resistant SPA is given in the algorithm 6.3. 
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Algorithm 6. 3 Window OCS method for scalar multiplication  

Algorithm 6.3 Proposed Window OCS method for scalar multiplication 
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 As shown in algorithm 6.3, window OCS method with a window size of w  requires pre-

computing of the points PPP w )12(.,,.........3,2  .These 22 w points are stored in a look up 

table, typically in affine representation to save RAM and to allow one using the mixed 

coordinates for point addition as discussed in the Chapter 4 of this thesis. Our OCS window 

algorithms works in a similar fashion as the double and add method, except that in each step 

w bits of k are considered with the corresponding table entry being added to the intermediate 

results. A window size of w reduces the total number of additions to wl / where l are the total 

number of bits in k , but does not change the number of doublings( doublings) l . The next 

chapter of this thesis aims at finding out optimal value of window size w  of window OCS 
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method so that there will be good compromise between performance and memory 

requirements of WSN node to avoid SPA. 

The window OCS method employs a “sliding window” in the sense that algorithm 6.3 has a 

width of w , moving right to left , skipping consecutives zero entries after a non zero digit 

ik is processed. Although we have found no reference to this specific scheme in the literature 

, a  suggestion to combine m-ary and signed digit method appears in [27] 

6.5 Summary 

 

The WSN node consists of limited memory for storage so to avoid SPA attack is very 

difficult in such environment. Our window OCS method based on windowing principle will 

execute point addition and doubling in uniform sequence irrespective of scalar and will make 

attacker difficult to detect the secret scalar by using SPA. The window size w is a matter of 

trade off between the available memory and performance. Next chapter of the thesis will 

present innovative algorithm to choose the optimum choice of window w for WSN so that 

there is balanced use of memory for application and computational purposes and was a major 

objective of this research. 
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Chapter 7 Proposed Elastic Window Method of Scalar Multiplication 

for WSN 

 

 7.1Introduction  

 

 The basic building blocks of an ECDH, ECDSA  and other standards elliptic curve protocols 

is scalar multiplication which can be given by formula,                                                               

                                      
ktimes

PPPPkQ  .........][  

where P  is a point on the elliptic curve, and k  is a positive  integer in the range 

)(1 nordk   For Some of the cryptographic protocols, P  is a fixed point that generates a 

large, prime order subgroup of  # )( qFE , while for others P  is dynamic  point in such a 

subgroup. The strength of the cryptosystem lies in the fact that given the curve, the point  P  

and Pk][ , it is hard to recover k . This is called the Elliptic Curve Discrete Logarithm Problem 

(ECDLP) and the computation Pk][  referred as scalar multiplication or point multiplication.  

To optimize and accelerate scalar multiplication process on WSN is the major objective of 

this thesis as discussed in the Research problem in Chapter 1 . This chapter gives overview of 

existing methods of scalar multiplication methods and proposes Elastic window method 

which is a variant of sliding window method in which window size w  will be selected based 

on available RAM of WSN node so that there will not be WSN node failure due to stack 

overflow problem.                                                            



 

131 

 

 

7.2 Overview of Existing Methods of Scalar Multiplication 

 Scalar multiplication in elliptic curves is a special case of the general problem of 

exponentiation in abelian groups. Efficient algorithms for group of exponentiation have 

received much attention by researchers in recent years, owing to their central role in the 

public key cryptography .The interest is in the problem, however, is ancient.  An excellent 

technical and historical account of exponentiation and the addition chain problem is given by 

Knuth , who traces the problem back to 200BC.  The survey of Gordon describes various fast 

methods, including some specialized to elliptic curves groups. The major points to remember 

are, 

1. Elliptic curve subtraction has virtually the same cost as addition. 

2. Modular inversion is highly expensive operation. 

3. For certain families of elliptic curves, specific shortcuts are available that  can significantly   

     reduce the computational cost of point multiplication.   

4. For the sake of concreteness, when analyzing computational complexity, we will focus on 

the case of finite field of characteristic two.  Also, for simplicity, we will neglect the cost of 

squaring in these fields.   

7.2.1 The Binary Method for Scalar Multiplication  
 

The simplest and oldest method for point multiplication relies on the binary expansion of k . 

The cost of scalar multiplication in binary method depends on the number of non-zero 

elements and length of the binary representation of k . If the representation has 01 lk , then 
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binary method require )1( l point doubling and )1( H where l  is the length of the binary 

expansion and H is the Hamming weight of the k (the number of non-zero elements).    

 For example, 

 if 2)1001110101(629 k , it will require 516)1( H  point additions and 

9110)1( l  point doublings.   

The binary method for the computation of scalar multiplication is given in the Algorithm 5.1 

and 5.2. Algorithm 5.1 processes bits of k from left to right and Algorithm 5.2 processes bits 

from right to left. 

All the previous researchers have preferred binary method for scalar multiplication as it does 

not require extra memory to store the pre-computed values. It scans a one bit at time from 

right to left or vice versa. But as discussed in chapter 6 it is susceptible to SPA attacks. 

7.2.2 The m-ary Method 

This method uses the m-ary expansion of k where rm 2  for some integers 1r .The binary 

method is a special case corresponding to 1r . 
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Algorithm 7. 1 Multiplication by m-ary method 

Algorithm7.1 Multiplication by m-ary method 
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7.2.3 Sliding Window Method

 
If some extra memory is available the performance of binary method can be improved by 

scanning few bits at a time as with sliding window method. This method processes a window 

of length 1, ww   ,disregarding fixed digit boundaries, and skips runs of zeros between them 

as shown in Algorithm 7.2 [4] .These runs are taken care by point doubling.    
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                Algorithm 7. 2 Sliding Window method 

Algorithm 7.2 Sliding Window method 
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For the above algorithm the number of pre-computations required for unsigned binary 

number is given by 12 w  and for signed binary number are given by 12 1 w where w is the 

size of window and is greater than 1. The size of w may be selected on the basis of RAM 

available with WSN node. More is the size of w , faster will be the scalar multiplication 

process. But we can not increase the size of w beyond particular limit as it causes WSN node 

failure due to stack overflow problem. So optimizing the size of w is major objective of this 

chapter. We explain above phenomenon with example. 
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Let us compute ][763 PQ    with sliding window algorithm with 763k  recoded in binary 

form. Let us choose window size w  ranging from 2 to 10.  

  

Let us compute Q= [763] P with Sliding window with window size w  ranging from 2 to 10 
763 = [1011111011]2   

 Window Size w  = 2  

 No of pre-computations = 2  

 2P,3P  

 763 = 10  11  11  10  11  [The fonts indicated with brown colour shows window boundary] 

 The intermediate values of Q are , 

  2P 4P, 8P, 11P, 22P, 44P, 47P, 94P, 188P, 190P, 380P, 760P, 763P 

 Computational cost = 9 doubling, 4 additions, and 2 precomputations. 
 

 Window Size w  = 3  

 No of precomputations = 4 

 2P, 3P, 5P, 7P 

 763  = 101    111    101     1 

                = 5P      7P      5P    1P 

 The intermediate values of Q are , 

 5P, 10P, 20P, 40P, 47P, 94P, 188P, 376P, 381P, 762P, 763P 

 Computational cost = 7 doublings, 3 additions, and 4 precomputations. 
 

 Window Size w  = 4 

 No of precomputations = 8 

 2P, 3P, 5P, 7P, 9P, 11P, 13P, 15P 

 763  = 1011    111 0    11      

               = 11P       7P        3P    

 The intermediate values of Q are  

 11P, 22P, 44P, 88P, 95P, 190P, 380P, 760P, 763P 

 Computational cost = 6 doublings, 2 additions, and 8 precomputations. 
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 Window Size w  = 5 

 No of precomputations = 16 

 2P, 3P, 5P, 7P, 9P, 11P, 13P, 15P, 17P, 19P, 21P, 23P, 25P, 27P, 29P, 31P 

 763  = 10111    11011          

                = 23P          27P    

 The intermediate values of Q are  

 23P, 46P, 92P, 184P, 368P, 736P, 763P 

 Computational cost = 5 doublings, 1 additions, and 16 precomputations 
 

 Window Size w  = 6 

 No of precomputations = 32. 

 2P,3P, 5P, 7P, 9P,11P,13P,15P,17P,19P, 21P, 23P, 25P, 27P, 29P, 31P, 33P, 35P, 37P, 39P, 
41P, 43P, 45P, 47P, 49P, 51P, 53P, 55P, 57P, 59P, 61P  

 763  = 101111    1011          

 The intermediate values of Q are  

 47P, 94P, 188P, 376P, 752P, 763P 

 Computational cost = 4 doublings, 1 additions, and 32 precomputations  
 

 Window Size w  = 7 

 No of precomputations = 64  

 2P,3P, 5P, 7P, 9P,11P,13P,15P,17P, 19P, 21P, 23P, 25P, 27P, 29P, 31P, 33P, 35P, 37P, 39P, 
41P, 43P, 45P, 47P, 49P, 51P, 53P, 55P, 57P, 59P, 61P, 63P, 65P, 67P, 69P, 71P, 73P, 75P, 
77P, 79P, 81P, 83P, 85P, 87P, 89P, 91P, 93P, 95P, 97P, 99P, 101P, 103P, 105P, 107P, 109P, 
111P, 113P, 115P, 117P, 119P, 121P 

 763  = 1011111    011          

 The intermediate values of Q are  

 95P, 190P, 380P, 760P, 763P 

 Computational cost = 3 doublings, 1 additions, and 64 precomputations. 
 

 Window Size w  = 8 

 No of precomputations = 128  

 2P,3P, 5P, 7P, 9P, 11P,13P,15P, 17P, 19P, 21P, 23P, 25P, 27P, 29P, 31P, 33P, 35P, 37P, 39P, 
41P, 43P, 45P, 47P, 49P, 51P, 53P, 55P, 57P, 59P, 61P, 63P, 65P, 67P, 69P, 71P, 73P, 75P, 
77P, 79P, 81P, 83P, 85P, 87P, 89P, 91P, 93P, 95P, 97P, 99P, 101P, 103P, 105P, 107P, 109P, 
111P, 113P, 115P, 117P, 119P, 121P, 123P, 125P, 127P, 129P, 131P, 133P, 135P, 137P, 139P, 
141P, 143P, 145P, 147P, 151P, 153P, 155P, 157P, 159P, 161P, 163P, 165P, 167P, 169P, 171P, 
173P, 175P, 177P, 179P, 181P, 183P, 185P, 187P, 189P, 191P, 193P, 195P, 197P, 199P, 201P, 
203P, 205P, 207P, 209P, 211P, 213P, 215P, 217P, 219P, 221P, 223P, 225P, 227P, 229P, 231P, 
233P, 235P, 237P, 241P, 243P, 245P, 247P, 249P, 251P, 253P, 255P  

 763  = 1011111   0 11          
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 The intermediate values of Q are  

 95P, 190P, 380P, 760P, 763P 

 Computational cost = 3 doublings, 1 additions, and 128 precomputations.  
 

 Window Size w  = 9 

 No of precomputations = 256  

 763  = 101111101    1          

 The intermediate values of Q are  

 381P, 762P, 763P 

 Computational cost = 1 doublings, 1 additions, and 256 precomputations. 
 

 Window Size w = 10 

 No of precomputations = 512  

 = 1011111011          

 The intermediate values of Q are  

 763P 

 Computational cost = 0 doublings, 0 additions, and 512 precomputations. 

 

As shown in the above example, it is observed that as the window size w increases, the 

number of pre-computations also increases geometrically. At the same time number of 

additions and doubling operations decreases.  But the question is whether WSN node is 

having that much memory to store all these pre-computed values? The trade-off between the 

computational cost , required memory and the window size w is shown in the Figure 5.8 and 

5.9.               
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Figure 5. 8 Trade Off Between Window Size w and Computational Cost 

 

 

Figure 5. 9 Trade off between window size w  and number of pre-computations 

As a matter of interest, let us apply the proposed OCS algorithm in the chapter 5, to the same 

value of 763k  to show the effectiveness of OCS algorithm . Let us assume 3w . 
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Example 5.3 

k =763= (1011111011)2. 

Let us recode k with OCS algorithm. 

(763)OCS=10000000000-0100000100-1 

              =10-100000-10-1. 

Let us group by 3w ,by skipping consecutive zeros after 1. 

              =10-100000-10-1.   (Window sizes is shown by brown fonts and negative number shown by – sign) 

              = 3P                -5P 

              =3P, 6P, 12P, 24P, 48P, 96P, 192P, 384P, 768P, 763P.        

With the proposed OCS algorithm computational cost has been reduced from 3 additions as 

to only 1 addition as compared to normal window method with 3w . The signed digit 

recoding method of OCS gives better results for WSN platform provided the window size has 

to be chosen appropriately. The next section gives effect of window sizes on memory of 

WSN nodes.  

7.3 Effect of Window Size on Memory Utilization of Mica Nodes 
 

It is easy to see that the sliding window method will increase both the ROM [for additional 

code size] and RAM [for storing the pre-computed points] consumptions of WSN nodes. The 
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Table 1 and 2 gives performance results which were measured on MIRACL for sliding 

window method for window size of 2 and 4. (Table to be included later).    

Sliding window method can make signature generation and verification 1.2 times faster at the 

cost of dramatic RAM increases. Since MICAz, TelosB and Tmote Sky are basic WSN 

platforms, they have much smaller RAM (4kB, 10kB) compared with Imote2 (256kB). 

Before using sliding window method, we should be very careful if the sensing application has 

large RAM consumption. 

Calling a function or handling an interrupt in WSN nodes causes stack memory to be 

allocated. In our case it is the function written for scalar multiplication by using sliding 

window method. When this interrupt occurs, the micro controller of WSN nodes allocates 

stack memory to store pre-computational values for scalar multiplication. If the stack 

memory region is not large enough to hold these values, a stack overflow occurs. Stack 

overflow leads to corrupted RAM and subsequently to non-deterministic WSN node failures. 

If the window size is too much  large it may end up in node failure due to above reasons. 

 

 

7.4 Stack Depth Analysis 

 

A TinyOS on WSN node has a single stack and its size can be computed like this: Stack 

region size = RAM size – [Data Segment Size + BSS segment size]. In the most basic case, 

the memory model for a TinyOS application on a MICA 2 or MICAz platform with 4 KB of 

RAM looks like in Figure 7.1.The size of each region is immediately apparent. The only 

remaining question is: Is the stack memory region large enough to contain the actual stack 

and to hold pre-computed values of sliding window method?  
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Figure 7. 1 Memory model for Tiny OS on MICA mote 

Stack Depth Analysis can be done with following command-  

[regehr@babel BaseStation]$ tos-ramsize micaz ./build/micaz/main.exe.  

The result should be something like:  

BSS segment size is 1708, data segment size is 16 

The upper bound on stack size is 538 

The upper bound on RAM usage is 2262 

There are 1834 unused bytes of RAM                   

Here output is indicating that for application, approximately 1.8 KB of RAM is free and 

could have been allocated for pre-computations.                                                                                

7.5  Proposed Elastic window Algorithm for scalar multiplication  
 

This new algorithm makes sure that the chosen window size w  of the sliding window method 

for scalar multiplication is stack safe and also make sure that memory is sufficient to hold all 
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the pre-computational values. Due to this reason its name is Elastic window. If the memory 

available is less, it will decrease window size w and if memory available is more it will 

increase size of w  by making use of stack depth analysis.  

Definition: The number of pre-computations required for unsigned binary number is given 

by 12 w  and for signed binary number are given by 12 1 w where w is the size of window 

and is greater than 1 in a window method. 

Let us take example of elliptical curve P-192, over prime field recommended by NIST to find 

the effect of window size on memory usages of WSN node. 

Curve P-192 

p =  6277101735386680763835789423207666416083908700390324961279  

r =  6277101735386680763835789423176059013767194773182842284081  

s =  3045ae6f c8422f64 ed579528 d38120ea e12196d5  

c =   3099d2bb bfcb2538 542dcd5f b078b6ef 5f3d6fe2 c745de65  

b =  64210519 e59c80e7 0fa7e9ab 72243049 feb8deec c146b9b1  

G x =  188da80e b03090f6 7cbf20eb 43a18800 f4ff0afd 82ff1012 

G y =  07192b95 ffc8da78 631011ed 6b24cdd5 73f977a1 1e794811 

As seen the base point ),( yxG is having 192 bits each for yx  ,  coordinates. All the values 

given in the above chart are in hexadecimal system. One hexadecimal corresponds to 4 bits of 

binary. If the window size 3w , it will require 4 pre-computations for unsigned binary 

number and 3 for OCS method. These 4 points on curve P-192 will occupy 15362*192*4   

bits of memory. In other words if 8 bits are equal to one byte, these 4 points will take 192 

bytes of memory for storage for window size of 3.If the available memory is less than 192 

bytes it will cause WSN node failure.  
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To avoid this problem, proposed Elastic window method will do stack depth analysis and 

will reduce size w , if the memory available is not sufficient. The detailed algorithm is given 

in the Figure 7.2. 
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              Figure 7. 2 Proposed Algorithm of Elastic Window Method for Scalar Multiplication on WSN Nodes 
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7.6 Summary 
 

Elastic window method for scalar multiplication on WSN platform can considerably remove 

the risk of node failure. The window size and available memory trade off can be done 

automatically with the new proposed algorithm. The proposed algorithm can be implemented 

on WSN platform with few simple instructions for e.g. if-else conditional statements and will 

not occupy much code size in ROM. 
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Chapter 8   Algorithm Based on Hidden Generator Point Proposed for 

WSN to avoid man in the middle attack 

 

8.1 Introduction  

 Today's software applications are mainly characterized by their component-based structures 

which are usually heterogeneous and distributed. Agent technology provides a method for 

handling increasing software complexity and supporting rapid and accurate decision making. 

A number of different approaches have emerged as candidates for the agent architecture, and 

at the same time, dozens of environments for modelling, testing and finally implementing 

agent-based systems have been developed. Software agent has been developed and it is a 

well-known MAS (multi-agent system) development kit supporting a world-wide agreed 

agent standard.  In this chapter, MAS based on ECC for WSN has been presented. Recently, 

there is a trend for WSN that the cluster head or group leader rather than sensors will 

communicate to the base station which makes use of ECDH protocol. However, the 

algorithms related to this trend will inherently create chance for an attacker to make a “man-

in-middle” attack, which is shown in Figure 8.1.   
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Figure 8. 1 Man-in-Middle Attack in WSN 

8.2 Proposed New ECC Protocol   Based On Hidden Generator Point  
 

In order to express our new protocol of the hidden generator point we, without losing 

generality, we use an example. Let the Elliptic Curve has the following characteristics, 

.0823mod274

1,1,23

23mod1:

23

32







 

        

 

ba

bap

 xxyE

 

The calculation results are shown below for the elliptic group )1,1(),( 23   EbaE p which 

includes the point )0,4(  corresponding to the single value 0y . 

The elliptic curve cryptography can be used to encrypt plaintext messages, M, into cipher 

texts.  The plain text message M  is encoded into a point from the finite set of points in the 

elliptic group, ),( baE p .  First step consists in choosing a generator point, ),( baEG p , such 
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that the smallest value of n for  which nG  is a very large prime number.   Normally the 

traditional ECC protocol is let the elliptic group ),( baE p and the generator point G  be in 

public. The Alice and Bob selects their private keys, say nnn BA  and  and compute the 

public keys GnP AA   and GnP BB  .  Then, encrypt the message point MP  for the partner, 

say from Alice to Bob.  So Alice (A) chose a random integer Ak  and computes the cipher text 

pair of points CP  using Bob’s public key BP : 

)](),[( BAMAC PkPGkP        

Bob received the cipher text pair of points, CP  then multiplies the first point, )( Gk A  with his 

private key, Bn , and then adds the result to the second point in the cipher text pair of points as 

shown below: 

M

ABBAM

ABBAM

ABBAM

P

kPPkP

kGnPkP

GknPkP









)()(

)()(

)]([)(

 

 
                  

which is the plain text point, corresponding to the plaintext message M .  It is noted that only 

Bob can obtain retrieve the plan text information MP  by the private key Bn .  The 

cryptographic strength of ECC lies in the difficulty for a cryptanalyst to determine the secret 

random number k  from kP  itself. The fast method to solve this problem is known as the 

elliptic curve logarithm problems (ECLP) as we have seen in Chapter 3 of the thesis. 

It is clearly to see that ECC did not take care of the man-in-the middle attacks even ECC itself 

has its cryptographic strength as described above.   

As above shown that the generator point G  and elliptic group ),( baE p are in public.  Now 

let’s have a closer look at the elliptic group ),( baE p .  In our above example, we pick the 

prime number 23p ; (it is noted that this is only for explaining the new protocol, in real life 
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the p is bigger than this), we have quadratic residues group 112/)1( p  and for this group 

the ),( baE p can be shown as below: 



























)18,19((19,5)

)16,13()7,13((12,19)

)7,9((7,12)11) (7,

)0,4((3,13)(3,10)

    

(18,20)(18,3))20,17()3,17(

(12,4)(11,20))3,11()16,9(

(6,19))4,6()19,5()4,5(

(1,16))7,1()22,0()1,0(

)1,1(23E                 

As we described in above that any point sitting in equation (3) can be appointed as generator 

point “G  ,” in the traditional way (as in section II) the G  is fixed and  let it be in public.  But 

now we are not going to do so.  As the generator is hidden, there is no way to know which 

point is generator therefore the attacker cannot make the “man-in-middle” attack.  Now we 

are going to show two ways to complete the ECC processing, namely, 

(1) Make protocol that has the common principle to work out the generator point, say from 

the distribution of elliptic  ),( baE p group; or  

(2) by the new protocol to work out the MP  as shown below.  

In order to make a common principle to work out the generator point G for Alice and Bob, say 

we are going to use the distribution of elliptic ),( baE p group, we need to check what it looks 

like.  The distributions of )1,1(23  E is shown in Figure 8.2. 
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Figure 8. 2 Distribution of Elliptic Group E23 (1, 1). 

                  

 

Figure 8. 3 A new protocol protecting the man-in-the-middle attack. As the G is not at the public, the attack cannot work 
out nCG as traditional way does, so even the attacker can monitor  the communication but no way to understand and 
attack the communications. 
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We now pick a generator point G  by a character of the above distribution as shown in Figure 

8.2, say we pick the G  when ),(),( baEbaG P with {b}  max},{max  baa .In this 

example, )18,19(G . Note that we put }max{aa   first, so choosing it 19a , then choose 

}max{bb  . The order is important, in this case it is not the )20,18(G .  When the generator 

point fixed, the protocol as shown in Figure 8.3 is executed which is resistant to man in the 

middle attack as point G  is not public. 

The other issue involved is the use of a trusted “certificate authority” (CA) in above protocol.  

In this case base station acts as certification authority for all the WSN nodes and sends a 

digitally signed “certificate” for every node. When any WSN node exchanges information 

with other WSN node it verifies it’s identity with a certificate send by the base station. This 

research proposes use of XOR operation to verify these digital certificates. 

 



152 

 

 

Figure 8. 4 Block diagram for hidden generator point principle. The top plan is figure 8.2. When a generator is fixed by 
the distribution of the elliptic group then the P = kQ plan formed. 

 

Figure 8. 5 A protocol for ECC with hidden generator point 

 

Now let’s turn to the second way, i.e., a new protocol to get the hidden generator point done. 

In the second way, we need to face the case that Alice has no information about Bob’s public 

key as traditional way does.   We may use, as an example, a protocol shown in Algorithm 8.1 

to do this. 
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Algorithm 8. 1 Proposed Protocol to avoid man in the middle attack 

Algorithm 8.1 Proposed Protocol to avoid man in the middle attack 

1. When Alice is going to send the message to Bob, Alice sends the pair of points CP   

)](),[( 111 GnPnGnP AMAAC

   

Here, 
1

An  meets the equation: 11 

AA nn , we still called 
1

An as private key for Alice . 

But there is no need to worry about the public key as G is hidden at current situation.   

So either BA PP  or  is not really useful in this case.  

2. When Bob received PC, he can operate as below: 

 GnGnPnPn AAMAMA

1111    

3.  Then, Bob can make DP  as below and sends it to Alice. 

  MBAD PnnP 11   

4. When Alice received DP , Alice can make EP  and sent it to Bob. 

 MBMBAADAE PnPnnnPnP 111 ))(()(    

5. Then when Bob received EP , Bob can obtain the message related MP  that sent from Alice by  

 MBBM PnnP 1  

_________________________________________________________________________ 

As evident from above protocol , it makes excessive use of costly inversion operation. Here 

this protocol is presented for academic interest only. When the technology will get progressed 
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it may be useful on WSN platform. We can avoid inversion operations by use of projective 

coordinates as discussed in the Chapter 4 of the thesis .Use of projective coordinates and 

hidden generator point will provide very effective protection against SPA as well as man in 

the middle attacks for WSN nodes. The next section of this chapter provides ECC architecture 

based on multi agent system (MAS). 

8.3 Multi-agent System Implementation of ECC Public Key 
 

In the MAS architecture, every agent is attached to a gateway federate. We can have several 

agents in a group attached to the same gateway federate or a single agent attached to a 

separate gateway federate. At the same time, different federates can also be put in the same 

machine or different machines. In order to enable agents to interact with their environment, 

we develop three interfaces to play the role of interaction channels between the federate and 

the agent, namely, a Rule Induction Agent, which is handling the ECC cryptography rule as 

described in Algorithm 8.1, a Dynamic Analysis Agent, which is looking after related coding 

and decoding, and a User Interface Agent, which is dealing with interface processing. Both of 

them are transferred via the Object-to-Agent (O2A) communication channel provided by the 

agent toolkit. The framework of the MAS can be shown in Figure 8.6. Our work is concerned 

with the second area, namely to develop autonomous agents for representing entities in 

distributed simulations. 

A MAS system comprised of multiple autonomous components needs to have certain 

characteristics ,each agent has incomplete capabilities to solve a problem; 

  there is no global system control; 

 data is decentralized; and 

 computation is asynchronous. 
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That is, combining multiple agents in a framework presents a useful software engineering 

paradigm where problem-solving components are described as individual agents pursuing 

high-level goals. 

 

 

Figure 8. 6 Block Diagram of MAS Framework for ECC 

It is noted that there are two ways, i.e. one is the date out and another is date in, so it is easily 

to communicate between two end systems, which is looking after by the agents. With multi-

agent the whole system is more effective and efficiency for the ECC public key system.  
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Here we have used the MIRACL, one of the best multi-precision libraries. The benchmark 

program of MIRACL allows the user to quickly determine the time that will be required to 

implement any of the popular public key methods. For the test, we have put an example as 

demonstrates 1024 bit Diffie-Hellman, El Gamal and RSA and 168 bit Elliptic Curve Diffie-

Hellman.  With the sam security level, the ECC has much smaller energy cost as the bit-

number more than six time shorter.  At above example the computing time cost is only 15% 

of the RSA with the same security level.   The results obtained on MIRACL are given in the 

Appendix C of the thesis. 

 

8.4 Summary 
 

As security issues in WSN are of prime importance, in recent years some cryptographic 

algorithms such as ECDH, ECDSA have obtained popularity due to properties that make them 

suitable for use in constrained environment such as WSN, where computing resources and 

power availability are limited. However, in the applications of ECC, in particular for the 

WSN, there are always so-called man-in–middle attacks.  In this chapter we have presented 

two methods for protecting from man-in-middle attacks based on hidden generator point with 

ECC with multi agent system implementation. An effective and efficient system was designed 

and tested. 
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Chapter 9 Proposed Uni-Coordinate System of ECC for WSN  
 

 

9.1 Introduction  

 

The keys in the ECC are very long having 160 to 512 bits depending on the required security 

level. In most of the standard protocols like ECDH, ECDSA, WSN nodes shares the key 

before actual information exchange starts. Due to exchange of   long keys sensor nodes gets 

strain on already limited packet size , bandwidth  and energy resources .To avoid this 

problem, this chapter introduces a short note in which there is no need to transfer both 

coordinates of the key. In this proposed scheme WSN node transfer only one coordinate and 

one extra bit. The receiving node calculates the other coordinate by solving the quadratic 

equation of the elliptical curve.   The next subsections give mathematical proof and analysis 

for the same. 

9.2 Quadratic equations in field of odd characteristics: 
 

Solving quadratic equation is an important operation in the elliptic curves, where it is used to 

obtain the y-co-ordinate of a point given its x-co-ordinate. Assume we wish to solve the 

equation ).(mod2 pax  To set whether such an equation actually has solution, the Legendre 

Symbol )/( pa which is equal to 1 if a  is square modulo p , )(mod00 pa if  or 

1 otherwise is used. To compute the Legendre symbol the following method based on 

quadratic reciprocity [29]can be used. 
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Algorithm 9. 1 Legendre Symbol 

 

Algorithm 9.1 Legendre Symbol 
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Alternatively we could compute )(mod2/)1( pa p .It can thus be decided whether a is or not 

square. If )(mod0 pa  then a has only one square root modulo p  which is 0 .If 

1)/( pa then there are two square roots modulo p and we need to determine one of them. 

The following algorithm is based on a method of Tonelli and shanks [29]. 
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Algorithm 9. 2 Square root modulo p 

Algorithm 9.2 Square root modulo p 
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9.3 Solving quadratic equations in binary field.   

As per [29] ,an equation of the form 0    2  x is trivially solved in nF
2

by writing its 

(double) root 0x explicitly as 
1 -n 2

0   x .  Other non-trivial quadratic equations can always be 

brought to the canonical form  

                                  0    x  x  2  
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This equation has solutions in nF
2

if and only if    0  2/  qr .  If 0x is such a solution, then 

so is 1  0 x . 

 The Procedure for finding a solution varies according to the parity of n.  If n is odd, an 

explicit solution is given by    0x , where T , the half – track function, is defined by  

  Τ  
 





2/1-n

0

22j

  
j

    

It can be verified by direct inspection that        r      q/2

2
 , which verifies the 

solution when   2/qr  = 0. 

When n is even, the half-trace will not do, and a solution is found using the following 

procedure, Let   Є nF
2

be such that   1   2/  qr .  Such an element can be obtained either by 

randomly drawing field elements until one of the right trace is found (with a probability of 

one half in each try), or by deterministically computing the traces of the basis elements 

1-n10  , ,...,  .  At least one basis element must have trace one.  In practice, computing these 

basis traces can be a good investment, as the vector 

 

        1q/21q/20q/2 r , ... ,r ,r  nt   

is useful for computing traces of arbitrary field elements.  With  at hand, & solution 0x to 

Equation  6.II  is given by  
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To verify that 0x is indeed a solution, we compute  
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where the last equality follows from      1    r    ...    q/2

2 2-2n12 n  

Thus,     x 0

2

0
x if and only if   0  2/  qr , as desired. 

9.4 Summary 
 

The use of uni-coordinate system will save packet size, bandwidth and energy resources of 

sensor node considerably as overheads get reduced by almost 50%. 
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Chapter 10   Summary of the Research 

 
Elliptical Curve Cryptography is suitable for current generation WSN nodes like Imote2 with 

the careful designing of modular reduction, modular inversions algorithms. The results 

obtained on MIRACL are encouraging in this regard. 

While choosing the finite field arithmetic proper care has to be taken to choose the base, 

options available are prime, binary and special field bases. 

There are many choices of coordinate’s representations and these have a significant impact on the 

computational cost of cryptographic protocols like ECDH, ECDSA. Based on various results obtained 

on MIRACL, this thesis recommends AJM  coordinate system with one input in affine coordinate 

and other in Jacobian coordinate with output in Modified Jacobian coordinate for point addition 

algorithm. This coordinate system will offer best results if the constant 3a  chosen. (All curves 

used in MIRACL are having value of  3a   for this reason. The list of the NIST curves is given in 

the Appendix A of the thesis). One of the input is chosen in affine coordinate because of the faster 

implementations available and because fewer variables were required in this case.  

For point doubling algorithm, this thesis recommends Modified Jacobian MM  or Mixed Jacobian 

MJ coordinate system. Experiments carried out on MIRACL crypto library clearly indicate that 

modular inversion is the costly operation for WSN and it has to be avoided in any case. 

AJM , MM and MJ coordinate system do not use any modular inversion operation . Also 

conversions among three Jacobian variants are most efficient. All these circumstances leads 

to better performance on WSN node while implementing the ECDH and ECDSA protocols.  
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Other method for attempting to speed up the EC computations on WSN platform is to transform the 

base point of curve from affine coordinate to projective coordinate. The use of projective coordinate 

will eliminate the use of modular inversion operation. But in this case , one modular inversion will be 

needed at the end to convert final result back to affine coordinate system. 

Doing two in one scalar multiplication ( QkPk 21  ) process which is always referred in literature as 

Shamir’s trick [25] will improve the signature verification time for ECDSA algorithm. The results 

obtained for Shamir’s trick on MIRACL library are given in the Appendix B of the thesis for 

verification of signature process.  

The projective coordinate system has shown better results as compared to affine coordinate 

system due to absence of inversion operation in the former one.  

To reduce the timings of scalar multiplication, recoding of the integer has done with new and 

simple innovative OCS method by using one’s complement subtraction property and has 

shown good results as compared with NAF method. As the new method requires only bitwise 

subtraction, it puts very little load on microprocessor of sensor to get this recoding done as 

compared to NAF method. This new method will also provide resistance to simple power 

analysis attack if combined with window method for scalar multiplication.   

The WSN node consists of limited memory for storage so to avoid SPA attack is very 

difficult in such environment. Our proposed window OCS method based on windowing 

principle will execute point addition and doubling in uniform sequence irrespective of scalar 

and will make attacker difficult to detect the secret scalar by using SPA. The window size 

w is a matter of trade off between the available memory and performance.  

The optimum window size w  for sliding scalar multiplication can be selected with our 

innovative Elastic window method which will considerably remove the risk of WSN node 
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failure. The window size and available memory trade off can be done automatically with the 

Elastic Window algorithm. The proposed algorithm can be implemented with very few 

instructions and will not occupy much code size in ROM. 

ECC has been paid more attentions in recent years due to properties that make them suitable 

for use in constrained environment such as WSN, where computing resources and power 

availability are limited.  However, if the authentications of the node are not done properly 

there is a possibility of man-in–middle attacks. This research has presented two innovative 

methods for protecting from man-in-middle attacks based on hidden generator point concept 

with MAS implementation. At first instance this system looks computationally intensive, but 

as the technology will progress it will show its merits. Also by making use of projective 

coordinates these inversions can be avoided. 

The last part of thesis has shown how to use a single coordinate of public key to save packet 

size and bandwidth of the network and has given mathematical modeling for the same. The 

use of uni-coordinate system will save 50 % of packet size, bandwidth and energy resources 

of sensor node during encryption and decryption process. 
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Chapter 11 Future Scope 
 

 

The cloud computing will play major role in the implementation of ECC on WSN for 

achieving the overall security. In this case base station will do authentication tasks of the 

participating nodes .The computational intensive task will be handled by cloud and sensor 

nodes will get the ready made keys for the information exchange. Due to this shifting of the 

responsibilities, it is possible for the sensor nodes to use all available resources for 

application purpose the reason they have deployed in the field. 

 

 

                       

Figure 11. 1 Cloud Computing Architecture for WSN 
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Appendix A     NIST Recommended Curves for Cryptography 

 
This appendix presents examples of elliptic curves whose groups of rational points contain 

large prime subgroups. Section 1 shows curves over finite fields qF , with q = p, a large prime, 

while Section 2 shows curves over qF , with q = 2
n
.  Unless explicitly noted otherwise, the 

curves are ‘random’, in the sense that their relevant coefficients were drawn at random, with 

uniform probability, and the orders of their groups of rational points were determined using 

the point counting algorithms.  In each case, a number of random curves E were generated, 

and the order of the group  qFE  determined, until a satisfactory one was found.   

Section 1. Odd Characteristic 

The examples in this section describe curves over fields pF , where p is a large prime.  The 

curve equations are of the form 

            .F  ba,     b,  aX  X  Y : p

32 E  

For each curve, the values of p, a, b, and  pF E #  are listed, with elements of pF shown as 

integers in the range  1-p , ... ,1 ,0 , in decimal notation.  When  pF E #  is composite, it is 

also shown factored as s . r, where s is a small positive integer, and r is prime.  Large integers 

might be broken into multiple lines, with a backslash at the end of a line indicating that the 

number is continued in the next line. 
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Examples 1-7 show ‘random’ curves, as described above.  In these examples, the values of p 

are all of the form c c,  2 k a small positive integer, so the ‘size’ of a field element is self-

evident.  The curves in examples 8-11 were generated with the CM method.  For these 

examples, the value  p2log  is shown (since p has no special form), as are the discriminant – 

D and the class number Dh . 

In all cases, the curve initially obtained was renormalized with a transformation of the 

form 0 u  ,,u  64  bubaa , to make coefficient a small integer.  As discussed in Chapter 

III, the resulting curve is isomorphic to the original one. 

EXAMPLE 1. 169  2  130 p  

,7072845993534984297268375385381361129467   

3,  a  

,8062900890760331199501357314101043498151  b  

  5688874237088077844968375385381361129467  F E # p    

   ( a prime number). 

EXAMPLE 2.  169  2  130 p  

,7072845993534984297268375385381361129467   

1,  a  

,1535079194355641570409385188091230929586  b  
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   0085896483460605311668375385381361129467  F E # p    

  ( a prime number). 

EXAMPLE 3.   7  2  160 p  

32542983,2830196559036843271633090291821461501637   

  10,  a  

075565078,0764818528016374389715009249971343632762  b                           

  1370025618126812711036835182133090291821461501637  F E # p                                                                    

( a prime number). 

EXAMPLE 4.       7  2  160 p  

32542983,2830196559036843271633090291821461501637          

1,  a                

650319587,0093524408036830386333090291821461501637  b                        

   6503195870093524408036830386333090291821461501637  F E # p   
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  ( a prime number). 

EXAMPLE 5.    129  2  190 p  

       58886111601916604025589473558084667019091569275433  \ 

       10,  a  

      69491867746931087580110541131141436131261348462411  b \ 

    22294274,  

      25554089690287040305589473557884667019091569275433  F E # p  \ 

    46997883,  

     ( a prime number).  

EXAMPLE 6.    129  2  190 p  

58886111601916604025589473558084667019091569275433  \ 

  1,  a  

  14555165233039551549866833148423718858711235224671  b \ 

 48919785,  

  33937927824860428187589473557484667019091569275433  F E # p  \ 
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  34198947,  

  ( a prime number). 

EXAMPLE 7.    67  2  230 p  

   77724304259256363112586889655669764094681725436586  \ 

   10559498919663879063  

7,  a                                                           

41886151228601694174009308342859321167083076062716  b \ 

     33362515,8175406196  

                            87638464629256349567586889655669764094681725436586  F E # p  \ 

               ,21233552790970119054   

                                      92128214187831892289632185699213648955751455288 . 3  \ 

    93.18070778505403233730  
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EXAMPLE 8.  CM method:  D = 120, class number 4.  Dh  

99256831096208439544663529622741342891746545503268  p \ 

  ,8887199159562646581365271202045265159541  

   299,  log 2 p  

                                     1,  a  

47461011069221340238814614498532283255043614404942  b \ 

  ,3902480881938223435632346897731544601950  

                            99255752416208439544663529622741342891746545503268  F E # p  \                                       

6,3926014196244528858380387819380858744956                                        

49627878104219772331764811320671445873272751634 . 2  \                                          

83.2916300709969122264447840193906205429372  

EXAMPLE 9.  CM method:  D = 532, class number 4.  Dh  

4852757533076907567747356370894710230318303127535163018  p \ 

  ,0032548617031682978745348057845188329021  

   299,  log 2 p  

                                     5,  a  
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57262252140395902848617538567785617224868872401107  b \ 

5690162,211036838250157855399486851149  

     07692091584735657533471027567730312370897535163018  F E # p  \                                       

,2399302238286124893763422973160197738211                                        

53846047367828766735513783815156185443767581509 . 2  \                                          

119.4686199651658143062410581711485790098869  

EXAMPLE 10.  CM method:  D = 120, class number 4.  Dh  

05442394522010798582073178837322289068322127953884  p \ 

  07739206067066506563430512859015005996380064329055 \ 

  1,87315388278593671762  

   400,  log 2 p  

                                     3,  a  

74865121636098090857229425543043453610778304900900  b \ 

 56120102280164930849081496231036821407112034351346 \ 
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 ,55362169024771203688  

  5442394520107985820073178837222289068322127953884  F E # p  \ 

                                      ,08245635695190914590309894942830563688470064329055  

4,60183293076123345958                                      

6110177321811736787176533255859401459672517655 . 22  \                                           

17731020742856904961294231770475241165319327301967 \ 

867.52663719673498237884  

EXAMPLE 11.  CM method:  D = 307, class number 3.  Dh  

281803871869675382028164186443271274207048845069  p \   

62715469752994937116657764309057259063644374287823 \ 

   ,39943178879600817584  

   399.  log 2 p  

                                     5,  a  

2281611445815529695758158118978720884848463866629042  b \

34616291947436830503087614278947739483357227632608 \  ,93647521996349762707 

   82281803878618696753028164186443271274207048845069  F E # p  \                                         

12218360611164576003968106454739993755344374287823  
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57762438846028465618                                       

45570452154674188007041046635817818551762211267 . 4  \                                           

00078054591367791144883742026695584998430968593571 \ 

971.40464440600154007116  
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Section 2. Characteristic Two 

The examples in this section describe curves over fields ,2  q with nqF  defined by equations 

of the form  

                        .F  a ,a  ,a  a  X  XY  Y  : q626

2

2

32  XE  

For each curve, the values of n, f (x),  q62 FE# and ,a ,a  are listed, where f (x) is the 

irreducible polynomial used to represent 2Fover  qF .  The coefficient 2a is, in all the 

examples, either 0 or 1 and thus equal to its trace, as all values of n listed are odd.  The 

coefficient 6a is presented in hexadecimal form.  Each hexadecimal digit expands in the 

natural way to four bits, except possibly the most significant digit, which expands to the 

appropriate number of bits for a total length of n.  Once expanded, the bits represent the 

coefficients of 021 ,...,,   nn , respectively from left to right, where α is a root of f (x).  The 

group order  qFE#  is shown in decimal form, and also factored as s . r, where s is a small 

positive integer, and r is prime.  In all the examples, s is the smallest possible value for the 

given isomorphism class, i.e., s = 2 when   4  s 1,  22 aTr otherwise.  As before, a backslash 

at the end of a line indicates that the number (hexadecimal or decimal) is continued in the 

next line.  All curves in this section are ‘random’. 

EXAMPLE  12.  n = 131,    1,    x  x  x  x 238131 xf  

 1,  2 a  
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 8FE,1632C8513E550DBC77357417501D24  6 a  

    2711465734293512929336750770772722258935  F E # q  \ 

                        .6355732867646756464668375385381361129467 . 2   

EXAMPLE  13.  n = 131,    1,    x  x  x  x 238131 xf  

 0,  2 a  

 924,D3D77655D6F8A77E63034AC7797773  6 a  

   775069508095187749236750770782722258935  F E # q  \ 

                             193767377.237974437341876926956805647338 . 4   

EXAMPLE  14.  n = 163,    1,    x  x  x  x 367163 xf  

 1,  2 a  

4,9E6E40D4ADB7475B4368D92CE2625D15E6478546  6 a  

  09230419220360444891629485326886472233451169201309  F E # q  \                           

46152091802224455147426634032361167285846006549 . 2  \ 
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        .61  

EXAMPLE  15.  n = 163,    1,    x  x  x  x 367163 xf  

 0,  2 a  

B,6F1977FF030C851849CF470895FC1448419ECBC9  6 a  

  02790359080589311577629482613586472233451169201309  F E # q  \                              

56975896473278942073706533766180583642923003274 . 4  \ 

   .77  

EXAMPLE  16.  n = 191,    1,   x  x 9191 xf  

 1,  2 a  

50FEFF27E048270E8B6B4981902EC4D5897BC86E2102  6 a \ 

  ,03FC  

  52230173559229991630178947116669334038193138550867  F E # q  \ 

90858398  

  26115084614995815589473558384667019091569275433 . 2  \ 

   .96779542919  
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EXAMPLE  17.  n = 191,    1,   x  x 9191 xf  

 0,  2 a  

B5200A79C59D9754A43F4E87D28315BB01ABA  6 a \ 

,489     94546365896150913519178947116569334038193138550867  F E # q  \ 

96854612  

 86365910377283799947367791423335095477846377169 . 4  \ 

   .4749213653  

EXAMPLE  18.  n = 239,    1,   x  x 36239 xf  

1,  2 a  

89A464297EE00A48B1DF53794C8971A86BAB7A91D4  6 a \ 

  ,049309726 FEDEBC  

  29096206544592591590164875037189192164798834235323  F E # q  \ 
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   8630402909107800094565                                 

14548107296295795582437518594596082394417117661 . 2  \ 

   .4554328265201453273900047  

EXAMPLE  19.  n = 239,    1,   x  x 36239 xf  

0,  2 a  

1457B663215EFF1A3C6E59D4FB3DCBCE4252BCEACD14  6 a \ 

 ,564124498 CFAABBE  

  20904376224592593688164875037189192164798834235323  F E # q  \ 

8630402909107800094565                              

05226098648148422791218759297298041192208558830 . 4  \ 

.5404760882416914056232820  

EXAMPLE  20.  n = 307,    1,  x  x  x  x 248307 xf  

1,  2 a  

9E2EF4296C0C59E6C6D3DE94666B5054B5393C7F7D53  6 a \ 

 ,890186904966090182410502 BBBDCBDFE  
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  87954386404004046145236104811670814219042607406049  F E # q  \ 

1268738661814459862150151119232186558546126                                 

93977192002023072118052405885407109521303703024 . 2  \ 

 .9070637509369330609229931006325559613203279273  

EXAMPLE  21.  n = 367,    1,   x  x 21367 xf  

 1,  2 a  

6AA447556B47BF627AD56544B0B7A6F3D143FC8AD242  6 a \ 

5699797554377992394938422064 BACDFCADABAFECBA \ 

,5136   87366260260351395040985351638995050653163006134505  F E # q  \ 

58663575133002363416816368941385876350014943480452 \ 

,81874540609                          

43683135175697520492675819497525326581503067252 . 2  \           

.70829331787066501181500908184422642938170132471740  

 .30497565937270  
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EXAMPLE  22.  n = 401,    1,   x  x 152401 xf  

1,  2 a  

90C0AC950E076F3DF9DBCA94EA519BEC7483420635F8  6 a \ 

 EEFCEEFBDFAFFDAFFCEC 9918332642281803282126627 \ 

 ,011811 CFACFB  

  41158565846023748659118383440017381717935164499756  F E # q  \ 

40025461451888545998715677450296992421504702566131 \ ,432571785930329897251   

70579283011874329559191720008690858962582249878 . 2  \        

.99920012732510944272075357838706598496212922351283  

 .296762566285890725164948  

EXAMPLE  23.  n = 431,    1,   x  x 120431 xf  

 1,  2 a  

F07DAE9E420BF6C0BC257F894703FF4B46715C87C229  6 a \ 

888041777797067269537801 FDDEDECBCCFCDDDAEFAE \ 

 ,26693615159 CEDCCCACD  
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  075160687287415568286167424162971915545339388  F E # q  \ 

0906185166884365866082834298091611780893315034095 \ 

422374236619208876547716997076  

530343643707784143083712081485952772669694 . 2  \         

.29330453091490344218904454141704795805857581657517  

.183827211187153809604432583858498  
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Appendix C    Results Obtained On MIRACL Crypto Library 
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Appendix D Sample Source Codes Written in C, C++ for ECC  

 


